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Facoltà di Scienze Matematiche Fisiche e Naturali

Tesi di dottorato in Fisica Sperimentale

PhD Thesis in Experimental Physics

XXIV Ciclo

Measurements of branching fraction

ratios and CP-asymmetries in suppressed

B− → D(→ K+π−)K− and

B− → D(→ K+π−)π− decays

Supervisor

Prof. Giovanni Punzi

Tutor

Doct. Paola Squillacioti

Candidate

Paola Garosi





Contents

Introduction vii

1 CP violation and methods for the measurement of the γ angle 1

1.1 The standard model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 The CKM matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 The unitarity triangle . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 CP violation in the B mesons system . . . . . . . . . . . . . . . . . . 7

1.4.1 CP violation in the decay . . . . . . . . . . . . . . . . . . . . . 8

1.4.2 CP violation in the mixing . . . . . . . . . . . . . . . . . . . . 9

1.4.3 CP violation in the interference between decay and mixing . . 10

1.5 Theoretical methods to measure the γ angle . . . . . . . . . . . . . . 11

1.5.1 Measurement of the γ angle through B± → DK± decays . . . . 12

2 The Tevatron collider and the CDF II detector 23

2.1 The Tevatron Collider . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.1.1 Proton production . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.1.2 Anti-proton production . . . . . . . . . . . . . . . . . . . . . . 26

2.1.3 Injection and collision . . . . . . . . . . . . . . . . . . . . . . . 27

2.1.4 Luminosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.2 The CDF II Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.2.1 Coordinates and Standard Definitions in CDF . . . . . . . . . . 34

2.3 The Tracking System . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.3.1 The Silicon Detectors . . . . . . . . . . . . . . . . . . . . . . . 38

2.3.2 The Central Outer Tracker (COT) . . . . . . . . . . . . . . . . 41

2.3.3 Track Reconstruction . . . . . . . . . . . . . . . . . . . . . . . 44

iii



Contents

2.3.4 Primary Vertex . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.4 Time Of Flight detector (TOF) . . . . . . . . . . . . . . . . . . . . . 47

2.5 Calorimeter System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.6 Muon Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

2.7 Cherenkov Luminosity Counters (CLC) and Measurement of the Lu-

minosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

2.8 Trigger and DAQ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

2.8.1 Level-1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.8.2 Level-2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.8.3 Level-3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

2.9 The Track Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

2.9.1 The COT track-processor: XFT . . . . . . . . . . . . . . . . . 61

2.9.2 The Online Silicon Vertex Tracker (SVT) . . . . . . . . . . . . 62

2.9.3 The Two Track Trigger Path (TTT) . . . . . . . . . . . . . . . 64

2.10 CDF MC simulation of detector and trigger . . . . . . . . . . . . . . . 66

3 Selection of the suppressed signals B− → D(→ K+π−)h− 69

3.1 Data sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.2 Reconstruction of the B− → Dh−sample . . . . . . . . . . . . . . . . 72

3.2.1 Basic requirements . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.3 Optimized selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.3.1 Additional variables used in the selection . . . . . . . . . . . . 78

3.3.2 The separation power . . . . . . . . . . . . . . . . . . . . . . . 79

3.3.3 Study on the isolation . . . . . . . . . . . . . . . . . . . . . . . 83

3.3.4 Study on the kaoness . . . . . . . . . . . . . . . . . . . . . . . 87

3.3.5 Optimized criteria . . . . . . . . . . . . . . . . . . . . . . . . . 91

4 Simultaneous fit of B− → DK− and B− → Dπ− modes 95

4.1 Monte Carlo simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.1.1 Background study for the favored sample . . . . . . . . . . . . 101

4.2 Background study for the suppressed sample . . . . . . . . . . . . . . 102

4.2.1 B− → D(→ X)π− . . . . . . . . . . . . . . . . . . . . . . . . . 102

iv



Contents

4.2.2 B− → D(→ X)K− . . . . . . . . . . . . . . . . . . . . . . . . . 102

4.2.3 B− → D
0(∗)
CP h

− with D0 → K+K−, π+π− . . . . . . . . . . . . . 103

4.2.4 Backgrounds from B− to three-body decays . . . . . . . . . . . 103

4.2.5 B0 → D∗−
0 ℓ+νℓ . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

4.2.6 Other decays . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

4.3 Maximum Likelihood fit . . . . . . . . . . . . . . . . . . . . . . . . . . 105

4.3.1 The extended likelihood fit . . . . . . . . . . . . . . . . . . . . 107

4.4 Likelihood anatomy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

4.5 Mass templates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

4.5.1 Signal mass template . . . . . . . . . . . . . . . . . . . . . . . 111

4.5.2 Physics background . . . . . . . . . . . . . . . . . . . . . . . . 113

4.5.3 Combinatorial background . . . . . . . . . . . . . . . . . . . . 116

4.6 PID parameterization (signal and background) . . . . . . . . . . . . . 118

5 Extraction of the results 121

5.1 Fit results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

5.2 Fit projections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

5.3 Checks for fit consistency . . . . . . . . . . . . . . . . . . . . . . . . . 130

5.4 Likelihood profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

5.5 Correlation matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

5.6 Efficiency corrections . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

5.7 K−π+

K+π− efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

5.7.1 Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

5.7.2 Calculation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

5.8 Significance of the suppressed B− → DK− asymmetry . . . . . . . . . 141

6 Systematic uncertainties 143

6.1 Systematic uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . 143

6.1.1 PID model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

6.1.2 Mass model of the combinatorial background . . . . . . . . . . 148

6.1.3 Physics background mass model . . . . . . . . . . . . . . . . . 149

6.1.4 Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

v



Contents

6.1.5 Total systematic uncertainties . . . . . . . . . . . . . . . . . . . 150

6.2 Significance of suppressed B− → DK− signal . . . . . . . . . . . . . . 151

7 Final results and conclusions 153

Bibliography 157

vi



Introduction

Since 1964, year of the discovery of CP violation in the kaon system, CP violation

has played a central role in particle physics. The large CP -violating asymmetries

predicted, and later observed, in the B meson system confirmed the CKM picture

of the phenomenon, but opened further questions and stimulated an increase of

precision of the measurements in the search for new physics sources of CP violation.

The “cosmological question” of the dominance of matter over antimatter in our

universe is an important hint for the presence of CP -violating effects of a much

larger strength than the standard CKM picture can accomodate.

Experimental tests of the CKM picture can be done by measuring the angles

and the sides of the so called “Unitarity Triangle”, using a variety of neutral B

mixing and neutral and charged B decays. Today a good level of precision has been

reached for two of the angles, but the resolution on the third (γ) angle is still rather

poor, and limited by the size of the available B samples. A precise measurement

of γ in “theoretically clean” decays where it appears at tree-level (most notably

the family of B− → DK− decay modes), is important not only as a fundamental

parameter, but also as a reference point for decays where the presence of significant

loop contribution may exhibit additional CP -violating effects due to BSM processes.

The large production of B species at hadron colliders can in principle be exploited

to improve the precision of our knowledge of the angle γ. However, the rarity of

the interesting decay modes and the presence of much larger backgrounds compared

to e+e− colliders presents a significant challenge. In this Thesis we present the

first successful reconstruction of the rare doubly-suppressed B− → D(→ K+π−)h−

decays (h = K, π) in hadron collisions, and the measurement of their branching
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Introduction

fractions and CP asymmetries for the extraction of the angle γ [1, 2]. The analysis

was performed on a 7 fb−1 sample of data collected by the CDF experiment at the

Tevatron collider, using a specialized trigger on displaced tracks.

The main challenge of the analysis is the presence of similar backgrounds in large

quantities, most notably the B− → D(→ K−π+)h−, which are two (in the case of

the kaon mode) or three (for the pion mode) orders of magnitude more favored then

the signal decays. We disentangle the signal and background contributions by an

unbinned maximum likelihood fit, combining information on the kinematics of the

decay with information on particle identification of the final state particles coming

from their specific energy loss in crossing the detector. This requires a careful deter-

mination of the features of all backgrounds and precision in-situ calibration of the

particle identification observables. The similarity of the physics backgrounds is ex-

ploited as an advantage of the analysis by using them as calibration/reference modes

for the signals being searched, leading to a fully data-driven analysis approach.

As a result, we are able to obtain statistically significant signals for the suppressed

B− → Dπ− and B− → DK− decays, and find branching fraction ratio and CP -

asymmetries in agreement with results from other experiment.

This Thesis is organized as follows. In Chapter 1 we give the theoretical motiva-

tion for studying CP violation and for the measurement of the γ angle. In Chapter

2 we describe the Tevatron collider and the CDF experiment, giving more reso-

nance to the sub-detectors used in the current measurement. Chapter 3 describes

the selection of the favored and suppressed samples and the optimization of the

criteria to reduce the backgrounds. Chapter 4 describes the background study and

the implementation of the maximum likelihood fit. In the Chapter 5 fit results are

extracted, checked to be intrinsically consistent and corrected for detector accep-

tance. In Chapter 6 we give the systematic uncertainties evaluation and finally in

Chapter 7 final results are reported and compared with measurements from other

experiments.
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1
CP violation and methods for the

measurement of the γ angle

In this Chapter we will describe the theoretical motivations for studying CP violation

and for measuring the γ angle. These are the basis for the measurement described

in this Thesis.

1.1 The standard model

The idea that the reality can be made by simple constituents was present also

in ancient times. Only in the past two centuries, with the development of new

technologies, we could discover that this simple idea can be true.

Nowadays the Standard Model (SM) [3, 4, 5] is the physics theory describing

in the most accurate and complete way those fundamental elements and their inte-

ractions. It predicts the existence of four interaction forces, the electomagnetic,

the weak, the strong, and the gravitational interaction [6, 7]. Using the quantum

field theory and the special relativity, the SM gives a comprehensive model for

the unification of these interactions, with the exclusion of the gravitational force.

The strain to unify the models is made to obtain the simplest and more elegant

theory to describe the reality. The SM postulates that all the interactions are direct

consequence of a charge conservation under a local gauge transformation of the free

1



1. CP violation and methods for the measurement of the γ angle

fields: to leave the Lagrangian symmetric with respect to the gauge transformations,

we need to introduce the “gauge bosons”, mediators of the interactions: the photon,

which mediates the electromagnetic interaction among charged particles; the W±

and Z0 bosons, which mediate the weak interaction among flavored particles, and

the gluons, which mediate the strong interaction among colored particles.

The symmetry group of the standard model is SU(3)C ⊗SU(2)L⊗U(1)Y , where
the first term is the irreducible group of the symmetry of the strong interaction, the

second of the weak interaction, and the third of the electromagnetic interaction [8,

9]. The elementary particles subjected to these interactions are massless. Mass is

mediated by an other boson, the Higgs boson, which comes from the spontaneous

breaking of the symmetry. This boson has not yet been seen experimentally.

The elementary particles are divided into leptons and quarks. Both of them are

fermions and are subjected to the electroweak interaction. Quarks are also affected

by strong interaction, being the fundamental constituents of the hadrons. They are

all divided into three families. For each family we have a SU(2) left-handed doublet

(L), that couples with the weak interaction, and a right-handed singlet (R), not

affected by weak interaction.

For the leptons we have:

ψL =




νi

ℓ−i





L

ψR = ℓ−R

where i runs over the three lepton families (electrons, muons, and taus), ν is the

neutral massless1 neutrino and ℓ is the charged massive lepton.

For the quarks we have:

ψL =




ui

d′i





L

and two singlets uiR and diR.

ui = (u, c, t) are the three quarks “up”-like, with charge 2/3 e (where e is the

elementary charge), and d′i = (d′, s′, b′) are the weak interaction eigenstates, with

charge −1/3 e. The weak eigenstates are obtained rotating the mass eigenstates di

by the coefficients Vij given by the Cabibbo-Kobayashi-Maskawa (CKM) matrix (see

1We are considering only the SM formalism, which predicts massless neutrinos.
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1.2 The CKM matrix

Cap. 1.2), d′i ≡
∑

ij Vijdj .

The three families of quarks are (u, d), (c, s) and (t, b), namely (up, down), (charm,

strange) and (top, bottom (or beauty)).

Symmetries are of fundamental importance in the SM, and they can be continu-

ous or discrete. In particular the discrete symmetries are: parity (P) that reverses the

spatial coordinates, charge (C) that exchanges the quantum numbers of the particles

with the antiparticles, and time (T), that reverses the time coordinates [10, 11].

All interactions are invariant under those symmetries, except the weak interac-

tion that violates both C and P. In fact, for example, only neutrino left-handed νL

and anti-neutrino right-handed ν̄R exist. Applying C to those states we obtain two

particles that does not exist in nature: C|νL〉 = |ν̄L〉 and C|ν̄R〉 = |νR〉. This is the
same for parity: P|νL〉 = |νR〉 and P|ν̄R〉 = |ν̄L〉.
When there is the simultaneous application of both C and P symmetry, the weak

interaction is conserved most of the time. In the example of the neutrino we have:

CP|νL〉 = |ν̄R〉 and CP|ν̄R〉 = |νL〉. In these cases the system is invariant under CP

and its Lagrangian L is real.

There are some cases when the weak interaction can violate CP. This arises

mathematically when the Lagrangian of the system has complex elements.

1.2 The CKM matrix

In the SM the CP -symmetry is violated by a complex phase appearing in the Yukawa

coupling of the Higgs boson to the quarks. As a consequence, the W± boson couples

with the physics quarks uiL and diL through the coefficients given by the unitarity

CKM matrix [12, 13]:

V ≡








Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb







.

As a consequence, charged weak interactions can change the flavor of a quark. For

example, a u quark can couple not only with a d quark, but also with a s or b.

Flavor changing neutral currents are instead forbidden for tree-level amplitudes.

3



1. CP violation and methods for the measurement of the γ angle

Since the physical observables does not change by a phase redefinition of the

quark fields, we want to verify that there is an irreducible complex phase.

For a generic n×n complex matrix we have 2n2 real parameters, while the unita-

rity condition
∑

j VijV
∗
jk = δik reduces them to n2. We can redefining the 2n phases

of the quark fields, and since the overall phase is irrelevant, 2n − 1 relative phases

can be removed from V . Moreover, since a unitarity matrix is also orthogonal, there

are 1
2
n(n − 1) parameters corresponding to independent rotation angles. Therefore

the number of left independent phases in V is 1
2
(n− 1)(n− 2).

In the case of two families of quarks, the number of angles is 1 (corresponding

to the “Cabibbo angle”) and the phases are 0 (no CP violation). In case of three

families of quarks we have 3 angles and 1 irreducible phase, the one giving CP

violation.

In conclusion, to have CP violation we need at least three families of non degen-

erate quarks (in case of degeneracy we can introduce an arbitrary rotation that can

remove the complex phase). This mechanism was postulated when only three of the

six quarks were known and it encouraged the search of the other three quarks.

There are several representation of the CKM matrix, the “standard” representa-

tion [14] is

V =








c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13







,

where sij = sin θij , cij = cos θij for the Euler angles θij (i, j are the family labels), and

δ is the CP -violating phase. Conventionally we can choose θij in the first quadrant,

so that sij, cij ≥ 0.

Experimentally, matrix elements of V have different magnitudes. For example,

there is a preference of the b quark to decay into c rather then u quarks. More

generally s13 ≪ s23 ≪ s12 ≪ 1.

The parameterization which emphasizes the order of magnitude of the elements was

made by Wolfenstein [15]. We need to introduce four real parameters λ, A, ρ, and η,

and, expanding in series of λ (0.2253±0.0007 [16]), the CKM matrix can be written

4



1.3 The unitarity triangle

as:

V =








1− λ2/2 λ Aλ3(ρ− iη + iηλ2/2)

−λ 1− λ2/2− iηA2λ4 Aλ2(1 + iηλ2)

Aλ3(1− ρ− iη) −Aλ2 1








+O(λ4) .

The hierarchy of the structure is manifest: up-type quarks prefer to couple with

down-type quarks of the same family. The more two families are distant, the more

the couplings are small.

1.3 The unitarity triangle

The unitarity condition of the CKM matrix implies that: V V + = V +V = 1, or
∑

k VkiV
∗
kj = δij, where k = {u, c, t}, and i, j = {d, s, t}, with i 6= j. From these

conditions we have twelve equations, half for the normalization and half for the

orthogonality. The six orthogonality equations are:

ds : VudV
∗
us

︸ ︷︷ ︸

O(λ)

+ VcdV
∗
cs

︸ ︷︷ ︸

O(λ)

+ VtdV
∗
ts

︸ ︷︷ ︸

O(λ5)

= 0

uc : VudV
∗
cd

︸ ︷︷ ︸

O(λ)

+ VusV
∗
cs

︸ ︷︷ ︸

O(λ)

+ VubV
∗
cb

︸ ︷︷ ︸

O(λ5)

= 0

sb : VusV
∗
ub

︸ ︷︷ ︸

O(λ4)

+ VcsV
∗
cb

︸ ︷︷ ︸

O(λ2)

+ VtsV
∗
tb

︸ ︷︷ ︸

O(λ2)

= 0

ct : VcdV
∗
td

︸ ︷︷ ︸

O(λ4)

+ VcsV
∗
ts

︸ ︷︷ ︸

O(λ2)

+ VcbV
∗
tb

︸ ︷︷ ︸

O(λ2)

= 0

ut : VudV
∗
td

︸ ︷︷ ︸

O(λ3)

+ VusV
∗
ts

︸ ︷︷ ︸

O(λ3)

+ VubV
∗
tb

︸ ︷︷ ︸

O(λ3)

= 0

db : VudV
∗
ub

︸ ︷︷ ︸

O(λ3)

+ VcdV
∗
cb

︸ ︷︷ ︸

O(λ3)

+ VtdV
∗
tb

︸ ︷︷ ︸

O(λ3)

= 0

�

�

�

�1.1

where we reported also the order of magnitude in powers of λ.

Since the matrix elements are complex, these six relations can be graphically

represented as triangles in the complex plane.

The six triangles have very different shapes (Fig. 1.1), but they have the same

area, half of the Jarlskog invariant J [17], which is a measure of CP violation,

independent from the phase convention. It is defined by J ≡ |Im[VijVklV
∗
ilV

∗
kj]| and

5



1. CP violation and methods for the measurement of the γ angle

Im[VijVklV
∗
ilV

∗
kj] = J

∑

m,n ǫiklǫjln. J is defined as the only CP violation term in

the CKM matrix: for this reason any CP -violating quantities in the SM must be

proportional to J .

Figure 1.1: The six unitarity relations (eq. 1.1) represented as triangles in the complex plane.

The first relation in ( 1.1) corresponds to CP violation in K decays, the second

to CP violation in D decays. The corresponding triangles are very squashed (even

if they have the same area of the others), so that one of the angles representing the

relative phases of the CKM elements is tiny.

Elements in the latter expression are those involved in B meson processes. Since

the sides of the corresponding triangle are of the same order of magnitude, we expect

to have large weak relative phases.

6



1.4 CP violation in the B mesons system

This is an important point for studying CP violation in B meson system: some

decays of the B can have very large CP -violating asymmetry.

The latter triangle is often called “the unitarity triangle”. We choose the phase

convention in which VcdV
∗
cb is real, and normalizing each side for its magnitude, we

get a triangle of vertices in (0, 0), (1, 0), and (ρ, η) (Fig. 1.2) [18, 11].

Figure 1.2: The unitarity triangle in the complex plane.

The two complex sides have lengths:

Ru ≡
√

ρ2 + η2 =
1

λ

∣
∣
∣
∣

Vub
Vcb

∣
∣
∣
∣

Rt ≡
√

(1− ρ)2 + η2 =
1

λ

∣
∣
∣
∣

Vtd
Vcb

∣
∣
∣
∣
.

�

�

�

�1.2

The three angles, called α, β, and γ, are defined as:

α ≡ arg

(

− VtdV
∗
tb

VudV ∗
ub

)

,

β ≡ arg

(

−VcdV
∗
cb

VtdV ∗
tb

)

,
�

�

�

�1.3

γ ≡ arg

(

−VudV
∗
ub

VcdV ∗
cb

)

(with α+ β + γ = π). The angle γ is in good approximation equal with the δ phase

of the “standard” representation of the CKM matrix.

We can measure the sides and the angles of the unitarity triangle and verify the

accuracy of the SM, as well as to probe new physics scenarios [19, 20, 21].

1.4 CP violation in the B mesons system

CP violation can occur in the sectors of the K, D, and B mesons, but we are going

to give more details for the B sector, since larger CP -violating asymmetry can be

7



1. CP violation and methods for the measurement of the γ angle

found. The formalism [9, 10] we are going to introduce works for all the three

mesons.

The decay amplitude of the B meson (or of its CP conjugate B̄) in a final state

f (f̄), can be written as:

Af = 〈f |H|B〉 Āf = 〈f |H|B̄〉
Af̄ = 〈f̄ |H|B〉 Āf̄ = 〈f̄ |H|B̄〉

where H is the total hamiltonian of the system.

The CP operator introduces a weak phase φ in the states:

CP |B〉 = eiφB |B̄〉 CP |f〉 = eiφf |f̄〉
CP |B̄〉 = e−iφB |B〉 CP |f̄〉 = e−iφf |f〉.

�

�

�

�1.4

If CP is conserved Af and Āf̄ have the same amplitude.

We can observe CP violation in three phenomena:

• in the decay;

• in the mixing;

• in the interference of decay and mixing.

1.4.1 CP violation in the decay

This process can happen for both charged and neutral mesons and it is called “direct

CP violation”. Summing over all contributions, we can write the decay amplitudes

as:

Af = 〈f |H|B〉 =
∑

j

|Aj|ei(δj+φj)

Āf̄ = 〈f̄ |H|B̄〉 =
∑

j

|Aj|ei(δj−φj)

where δ is now the “strong CP -conserving phase”, φ is the “weak phase” introduced

in Eq. (1.4), and H is the hamiltonian of the weak interaction.

CP violation occurs when |Af |2 6= |Āf̄ |2. This happens when there are at least

two processes with different weak or strong phases. In this way the interfering term

|Af |2 − |Āf̄ |2 = −2
∑

i,j |Ai||Aj| sin(δi − δj) sin(φi − φj) is different from zero.

8



1.4 CP violation in the B mesons system

We define the CP -asymmetry, for both charged and neutral mesons, as:

ACP =
Γ(B → f)− Γ(B̄ → f̄)

Γ(B → f) + Γ(B̄ → f̄)
=

|Āf̄ |
2

|Af |2
− 1

|Āf̄ |
2

|Af |2
+ 1

,

where Γ is the decay rate. When the asymmetry is different from zero we have

violation of CP.

For charged mesons decaying in two body, we have:

Af = |a1|ei(δ1+φ1) + |a2|ei(δ2+φ2),

Āf̄ = |a1|ei(δ1−φ1) + |a2|ei(δ2−φ2),

and the asymmetry becomes:

ACP = − 2|a1a2| sin(δ2 − δ1) sin(φ2 − φ1)

|a1|2 + |a2|2 + 2|a1a2| cos(δ2 − δ1) cos(φ2 − φ1)
,

�

�

�

�1.5

from which we can extract (φ2 − φ1), knowing

∣
∣
∣
∣

a2
a1

∣
∣
∣
∣
and (δ2 − δ1).

1.4.2 CP violation in the mixing

The mixing, the oscillation between particles and anti-particles, can occur only in

the neutral mesons. As an example, we can see in Fig. 1.3 the diagram of the mixing

of the Bs − Bs system.

We can write the state at the time t = 0 as a superposition of the states B0 and

B
0
:

|ψ(0)〉 = a(0)|B0〉+ b(0)|B0〉 ,

which evolves in time according to the Schroedinger equation, through the effec-

tive non-hermitian hamiltonian H 2, sum of a hermitian and anti-hermitian terms,

respectively M and Γ. M is called the “mass matrix” and Γ is the “decay matrix”.

i
d

dt
|ψ(t)〉 = H|ψ(t)〉 ≡ (M − i

2
Γ)|ψ(t)〉 .

CPT invariance ensures that:

M11 = M22 = M0

Γ11 = Γ22 = Γ0 .

2We can introduce this effective hamiltonian since we are not interested to the single decay products.

Its non-hermitianity allows the states to decay and not only to oscillate.

9



1. CP violation and methods for the measurement of the γ angle

Figure 1.3: Diagram of the Bs −Bs system mixing.

Diagonalizing the system we can get the mass eigenstates, being L the lightest and

H the eaviest:

|BL〉 = p|B0〉+ q|B0〉
|BH〉 = p|B0〉 − q|B0〉 .

These conditions are true:

• |p|2 + |q|2 = 1 (normalization)

•

(
q

p

)2

=
M∗

12 − i
2
Γ∗
12

M12 − i
2
Γ12

.

and CP violation occurs when

∣
∣
∣
∣

q

p

∣
∣
∣
∣
6= 1.

1.4.3 CP violation in the interference between decay and mixing

Consider the case when both B0 and B
0
decay into the same final state f , which is

also CP eigenstate, f = f :

B0 → f

B0 → B
0 → f

and Af and Āf being the corresponding decay amplitudes.

10



1.5 Theoretical methods to measure the γ angle

If we define λf =
q

p

Āf

Af
and ∆mB = MBH

− MBL
(see Cap. 1.4.2), the time-

dependent CP asymmetry can be written as:

ACP (t) =
Γ(B → f)(t)− Γ(B → f)(t)

Γ(B → f)(t) + Γ(B → f)(t)
=

�

�

�

�1.6

=

(
1− |λf |2
1 + |λf |2

)

cos∆mBt−
(
2ℑm(λf)

1 + |λf |2
)

sin∆mBt .

The first term comes from the direct CP violation and it is zero when |λf | = 1, or
∣
∣
∣
q
p

∣
∣
∣ = 1. The second term describes the interference between the decay with the

mixing and the decay without the mixing. It vanishes when ℑm(λf) = 0.

1.5 Theoretical methods to measure the γ angle

A good knowledge of the γ angle allows both to test the Standard Model and to

probe New Physics (NP) scenarios. As an example, NP events would not obey to the

unitarity condition α+β+γ = π. Moreover, while α and β have been determined to

a good level of precision [21], the measurement of γ is still limited by the smallness

of the branching ratios involved in the processes used to measure it, and its relative

uncertainty varies between 7 and 15%, depending on the method used to combine

the experimental results [19, 20, 21].

Several methods can be used to measure γ [22]:

• B± → DK± 3. This method has the smallest theoretical uncertainties, of the

order of ∼ 1%, since the decay is dominated by tree-level amplitudes, with no

penguin contributions;

• Bu,d → ππ, πK. This method has larger theoretical uncertainties; it can be

used to set limits on γ, rather than to make precise measurements;

• Bd → (D∗)±π∓. They are partially reconstructed decays; they can be used to

extract sin(2β + γ).

• Bs → D±
s K

∓. It allows to perform a time-dependent analysis.

3On the whole text we will use D to indicate either D0 or D
0
mesons, except in places where it is

explicitly written.
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1. CP violation and methods for the measurement of the γ angle

We will see in more detail the first type of decays, where γ appears as the

relative weak phase between two amplitudes, the favored b → cūs of the B− →
D0K− (whose amplitude is proportional to the CKM elements VcbVus) and the color-

suppressed b→ uc̄s of the B− → D
0
K− (whose amplitude is proportional to VubVcs).

The interference between D0 and D
0
decaying into the same final state leads to

measurable CP -violating effects. According to the final state of the D, the following

methods have been suggested to infer γ:

- GLW (Gronau-London-Wyler) method [23, 24], which uses CP eigenstates of

D0, as D0
CP+ → K+K−, π+π− and D0

CP− → K0
sπ

0, K0
sφ,K

0
sω;

- ADS (Atwood-Dunietz-Soni) method [1, 2], which uses the doubly Cabibbo

suppressed mode D0 → K+π−;

- GGSZ (or Dalitz) method [25, 2], which uses three body decays of D0, as

D0 → K0
sπ

+π−.

1.5.1 Measurement of the γ angle through B± → DK± decays

In Fig. 1.4 is shown the Feynman diagram of the two interfering amplitudes, giving

rise to the γ angle. Being the amplitude of the color suppressed decay of one order

Figure 1.4: Feynman diagram of the decays B+ → D
0
K+ and B+ → D0K+.

of magnitude smaller than the color allowed, the expected interfering effects are of

the order of 10%.
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1.5 Theoretical methods to measure the γ angle

The GLW method

The GLW method measures the CP -violating asymmetry in decays of the type

B+ → DCP±K
+ where CP± means that the D decays into a CP eigenstate final

state.

|DCP±〉 =
1√
2

(

|D0〉 ± |D0〉
)

.

The decay amplitudes can be easily written as:

√
2A(B+ → DCP+K

+) = A(B+ → D0K+) + A(B+ → D
0
K+),

√
2A(B− → DCP+K

−) = A(B− → D0K−) + A(B− → D
0
K−) .

Those relations are exact and can be represented as triangles in the complex plane,

as shown in Fig. 1.5.

Figure 1.5: Representation in the complex plane of the relations giving the amplitudes of B+ →
DCP±

K+ according to the GLW method.

They can be written also in terms of the CKM matrix elements, considering the

quark transitions between b→ cus and b→ ucs:

A(B+ → D0K+) = eiγλ|Vcb|RB|Ma|eiδa

where γ is the weak phase, λ = Vcd, RB =

∣
∣
∣
∣

VcsVub
VcdVcb

∣
∣
∣
∣
is one of the sides of the unitarity

triangle (see Fig. 1.2), Ma is the matrix element of the decay, and δa is the strong

phase.

13



1. CP violation and methods for the measurement of the γ angle

If we consider the conjugate process we obtain:

A(B− → D
0
K−) = e−iγλ|Vcb|

∣
∣
∣
∣

VcsVub
VcdVcb

∣
∣
∣
∣
|Ma|eiδa .

From these relations it follows that:

A(B+ → D0K+) = e2iγA(B− → D
0
K−) .

For the color allowed decays we have:

A(B+ → D
0
K+) = λ|Vcb||MA|eiδA .

where λ = Vus, MA is the matrix element of the decay and δA is the strong phase.

Conventionally we fix this vector along the x axis, so do not introduce γ in its

definition. For this reason the amplitude of the conjugate process is the same

A(B+ → D
0
K+) = A(B− → D0K−) .

If γ 6= 0
∣
∣A(B+ → D0

CP+
K+)

∣
∣ 6=

∣
∣A(B− → D0

CP+
K−)

∣
∣

and its value can be clearly extracted measuring the decay rate of the six processes.

One of the disadvantage of this method is that one of the triangle is degenerate,

since the amplitude of B− → D
0
K− is suppressed with respect to B− → D0K− by

a factor [26]:

rB ≡
∣
∣
∣
∣
∣

A(B− → D
0
K−)

A(B− → D0K−)

∣
∣
∣
∣
∣
≈
∣
∣
∣
∣

VubV
∗
cs

VcbV ∗
us

∣
∣
∣
∣

∣
∣
∣
∣

a2
a1

∣
∣
∣
∣
≈ 0.1

where
a2
a1

∼ 1

3
indicates the color factor suppression between the color allowed and

color suppressed processes. The experimental value of rB is: rB = 0.107+0.010
−0.010 [19].

The observables for the GLW method are:

RCP± ≡
BR(B− → D0

CP±K
−) +BR(B+ → D0

CP±K
+)

BR(B− → D0K−) +BR(B+ → D
0
K+)

= 1 + r2B ± rB cos δB cos γ,

ACP± ≡
BR(B− → D0

CP±K
−)− BR(B+ → D0

CP±K
+)

BR(B− → D0
CP±K

−) +BR(B+ → D0
CP±K

+)
=

±2rB sin δB sin γ

RCP±

,

where δB = δa − δA is the difference between the strong phases.

The asymmetry is expected to be small since the interfering amplitudes are of

different order of magnitude. A solution to this comes from the ADS method, where

decays with comparable amplitudes are used.
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1.5 Theoretical methods to measure the γ angle

The ADS method

The ADS method is a generalization of the GLW method, because it uses decays

of the D that are not CP eigenstate. When the decay amplitudes are about of the

same order of magnitude, they can give rise to a larger CP -asymmetry, allowing for

a better extraction of the γ angle.

Using the notation introduced in [1, 2], we can define the following branching

ratios:

a = B(B− → D0K−) a = B(B+ → D
0
K+)

b = B(B− → D
0
K−) b = B(B+ → D0K+)

c(f) = B(D0 → f) c(f) = B(D0 → f)

c(f) = B(D0 → f) c(f) = B(D0 → f)

d(f) = B(B− → [f ]K−) d(f) = B(B+ → [f ]K+)

where f is the common final state between D0 and D
0
. The interesting case, on

which this thesis is focused, is when f = K+π−. In the SM we assume that: a = a,

b = b, c(f) = c(f) and c(f) = c(f).

A schematic diagram of the two decay channels of interest is reported in Fig. 1.6.

Since they are indistinguishable, we are sensitive to their interference, probing γ:

d(f) = B(B− → [f ]K−) = B(B− → D0K−)B(D0 → f) + B(B− → D
0
K−)B(D0 → f) +

+2

√

B(B− → D0K−)B(D0 → f)B(B− → D
0
K−)B(D0 → f) ·

cos(δ + γ)

= ac(f) + bc(f) + 2
√

ac(f) + bc(f) cos(δ + γ),
�

�

�

�1.7

where δ = δB + δD is the sum of the strong phases.

Analogous expression is valid also for the conjugate state

d(f) = B(B+ → [f ]K+) = B(B+ → D
0
K+)B(D0 → f) + B(B+ → D0K+)B(D0 → f) +

+2

√

B(B+ → D
0
K+)B(D0 → f)B(B+ → D0K+)B(D0 → f) ·

cos(δ − γ)

= ac(f) + bc(f) + 2
√

ac(f) + bc(f) cos(δ − γ),
�

�

�

�1.8

which differs from d(f) only for the sign of γ. If CP symmetry is violated, γ 6= 0,

and d(k,X) 6= d(k,X).
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1. CP violation and methods for the measurement of the γ angle

Figure 1.6: Diagram (see [1]) of the two interfering processes: B− → D0K− (color allowed)

followed by D0 → K+π− (doubly Cabibbo suppressed) and B− → D
0
K− (color suppressed)

followed by D
0 → K+π− (Cabibbo allowed).

We can compact the square of the sum of the interfering decay amplitudes in

this way:

d(k,X) = a(k)c(X) + b(k)c(X) + 2

√

a(k)b(k)c(X)c(X) cos(ξk + δX + γ)

d(k,X) = a(k)c(X) + b(k)c(X) + 2

√

a(k)b(k)c(X)c(X) cos(ξk + δX − γ)

where ξk is the difference between the strong phase of B− → K−D0 and B− →
K−D

0
, δX is the difference of strong phase between D0 → X and D0 → X, and

γ is the difference of weak phase that violates CP, between B− → K−D0 and

B− → K−D
0
.

We define the CP -violating asymmetry

AADS(f) =
d(f)− d(f)

d(f) + d(f)
=

B(B− → [f ]K−)− B(B+ → [f ]K+)

B(B− → [f ]K−) + B(B+ → [f ]K+)

�

�

�

�1.9

The branching ratio a can be determined via Cabibbo allowed modes of D0 decay

(g), e.g. D0 → K−π+, K−ρ+. The decay chain B− → D0[→ g]K− determines a ≈
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1.5 Theoretical methods to measure the γ angle

d(g)/c(g) to an accuracy of about 1% since the interfering process B− → D
0
[→ g]K−

is both color and doubly Cabibbo suppressed.

Using g = K−π+ = f , we can write

a ≈ d(g)/c(g) = d(g)/c(f),

and easily replace a = d(g)/c(f) and c(f) = d(g)/a in (1.7) and (1.8). Calling

r2B = b/a and r2D = c(f)/c(f), we obtain the formulas:

d(f) ≈ d(g) · [r2B + r2D + 2rBrD cos(δ + γ)]
�

�

�

�1.10

d(f) ≈ d(g) · [r2B + r2D + 2rBrD cos(δ − γ)]
�

�

�

�1.11

from which we can define:

R−(K) ≡ d(f)

d(g)
=

B(B− → [f ]K−)

B(B− → [g]K−)
=

B(B− → [K+π−]K−)

B(B− → [K−π+]K−)

�

�

�

�1.12

R+(K) ≡ d(f)

d(g)
=

B(B+ → [f ]K+)

B(B+ → [g]K+)
=

B(B+ → [K−π+]K+)

B(B+ → [K+π−]K+)
.

�

�

�

�1.13

They are the ratios between branching ratios (B) of suppressed over favored decay

modes, for negative and positive charges respectively.

In the same way we can define also:

RADS(K) ≡ d(f) + d(f)

d(g) + d(g)
=

B(B− → [K+π−]K−) + B(B+ → [K−π+]K+)

B(B− → [K−π+]K−) + B(B+ → [K+π−]K+)
.

�

�

�

�1.14

R± have been recently [27] introduced because they provide a set of independent

observables, rather than AADS and RADS that are strongly correlated.

Using the same definitions for AADS(K), we can find:

R−(K) = r2B + r2D + 2rBrD cos(δ + γ)

R+(K) = r2B + r2D + 2rBrD cos(δ − γ)

RADS(K) = r2B + r2D + 2rBrD cos(δ) cos(γ)
�

�

�

�1.15

AADS(K) = 2rBrD sin(δ) sin(γ)/RADS

The large expected asymmetry comes from the ratio of the two interfering decay

amplitudes:
∣
∣
∣
∣
∣

A(B− → K−D0[→ K+π−])

A(B− → K−D
0
[→ K+π−])

∣
∣
∣
∣
∣
≈
∣
∣
∣
∣

VcbV
∗
us

VubV ∗
cs

∣
∣
∣
∣

∣
∣
∣
∣

a1
a2

∣
∣
∣
∣

∣
∣
∣
∣

V ∗
cdVus
VcsV ∗

ud

∣
∣
∣
∣
=

∣
∣
∣
∣

1

rB

∣
∣
∣
∣

∣
∣
∣
∣

V ∗
cdVus
VcsV ∗

ud

∣
∣
∣
∣
≈ 2
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1. CP violation and methods for the measurement of the γ angle

where

∣
∣
∣
∣

V ∗
cdVus
VcsV

∗
ud

∣
∣
∣
∣
≈ λ2. Being of the same order of magnitude, we expect large inter-

ference effects.

Also, consider that if the strong phase is close to zero, than γ ∝ r2B, while for larger

values, we have γ ∝ rB. In this method decays with strong phases, for which the

interference is enhanced, are preferred.

The disadvantage lies in the smallness of the suppressed decays. A large sample

of them is required to have a significant signal and to make a precise measurement.

The suppression factor between suppressed and favored decay is about 10−2. This

numbers can be easily calculated from the definition of RADS, using the current

values of rB(K) = 0.103+0.015
−0.024 [19], r2D = (3.80± 0.18)× 10−3 [16], δB = 112+12

−13 [19],

δD = 22+11
−12

+9
−11 [21], and γ [19, 20].

The same formalism is valid also for other final states, as K+ρ−, K+π−π0, and

K+π−π+π−. Results from these modes can be used together and combined to di-

rectly extract γ. In fact another disadvantage of the ADS method is the presence of

two observables and four unknowns. To unequivocally extract γ we should consider

either other final states, as mentioned, or combine the results with other methods,

as the GLW.

Current experimental results from other experiments [21] than CDF are:

Experiment AADS(K) RADS(K)

BABAR [28](N(BB̄) = 467M) −0.86 ± 0.47+0.12
−0.16 0.011± 0.006± 0.002

Belle [29](N(BB̄) = 772M) −0.39+0.26
−0.28

+0.04
−0.03 0.0163+0.0044

−0.0041
+0.0007
−0.0013

LHCb [30](
∫
Ldt = 0.343 fb−1) −0.39± 0.17± 0.02 0.0166± 0.0039± 0.0024

We also report measurements related to the corresponding Dπ− modes, since

measurable, albeit smaller, γ-dependent asymmetries may also be found in these

modes [21]. This decay is suppressed by a factor of about 3 · 10−3 with respect to

its favored mode.

We can note that the maximum possible value of the asymmetry (1.9) is Amax =

2rBrD/(r
2
B+r

2
D), where rB can generally be rB(K) or rB(π). Taking into account the

CKM structure of the contributing processes, we expect that rB(π) is suppressed by

a factor |VcdVus/VudVcs| ∼ tan2 θC with respect to rB(K), where θC is the Cabibbo

angle, and we assume the same color suppression factor for bothDK and Dπ modes.
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1.5 Theoretical methods to measure the γ angle

With the current values [21, 20, 19, 16] of rB(K), and rB(π) ∼ 0.005, we expect

Amax(K) ≈ 0.90 and Amax(π) ≈ 0.16.

Experiment AADS(π) RADS(π)

BABAR [28](N(BB̄) = 467M) 0.03± 0.17± 0.04 (3.3± 0.6± 0.4) · 10−3

Belle [29](N(BB̄) = 772M) −0.04± 0.11+0.02
−0.01 (3.28+0.38

−0.36
+0.12
−0.18) · 10−3

LHCb [30](
∫
Ldt = 0.343 fb−1) 0.09± 0.10± 0.01 (4.13± 0.41± 0.40) · 10−3

The GGSZ method

In this method, decays of B− → D0K−, with the D0 decaying into a three-body

final state, as D0 → KSπ
+π−, are reconstructed. There are several advantages in

this method: first of all we expect large interference effects, due to the presence of

resonance terms in the three-body decay; the decays are Cabibbo favored, and they

have more statistics than the suppressed decays; furthermore charged decays have

a larger reconstruction efficiency, and less background, than neutral states.

The method requires to construct of the Dalitz plot, the typical two-dimensional

histogram used to study the phase space of a three-body final state. We call p1, p2,

and p3 the four-vectors of the final particles. We can define the quantities:

s12 = (p1 + p2)
2,

s13 = (p1 + p3)
2.

The Dalitz plot has the first quantity on the x axis, the second on the y axis. The

available phase space is given by the energy-momentum conservation (see Fig. 1.7):

s12 + s13 + s23 =M2 +m2
1 +m2

2 +m2
3 .

The third quantity s23 = (p2 + p3)
2 appears constant on the axis at 45◦.

In the particular case of the decay of D0 → KSπ
−π+, p1 = pKS

, p2 = pπ− , and

p3 = pπ+ . In this way s12 = sKSπ− , and s13 = sKSπ+.

The amplitude of this decay can be written as:

AD(s12, s13) = |AD(s12, s13)|eiδ(s12,s13) .
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1. CP violation and methods for the measurement of the γ angle

Figure 1.7: Available phase space in the Dalitz plot.

For the B decay we can write:

A(B− → D0K−) ≡ AB

A(B− → D
0
K−) ≡ ABrBe

i(δB−γ) .

The total amplitude of the B− → [KSπ
−π−]K− decay, can be written as follows:

A(B− → [KSπ
−π−]K−) = AB(AD(s12, s13) + rBe

i(δB−γ)AD(s12, s13)) .

For the conjugate decay we have:

A(B+ → [KSπ
+π−]K+) = AB(AD(s13, s12) + rBe

i(δB+γ)AD(s13, s12)) .

In the GGSZ method we need first to construct the Dalitz plot for the D0 decay,

parameterizing its decay amplitude as the sum of some resonant terms and a non-

resonant term. In fact it is high the probability that a three-body decay can occur

first as a two body decay, where one of the particle, the resonance, immediately

decays in other two particles.

AD(s12, s13) = aNRe
iφNR +

∑

r

are
iφrAr(s12, s13),
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1.5 Theoretical methods to measure the γ angle

where r is the index of the resonance and Ar(s12, s13) is the Breit-Wigner functions,

defined as:

Ar(s12, s13) =
JMr × F r

BW ,

where JMr is the term connecting the angular dependence and depends upon the

spin J of the resonance. F r
BW is the Breit Wigner relativistic function:

F r
BW (sij) =

1

sij −M2
r + iMrΓr

(√
sij
)

where Mr and Γr are the mass and width of the r-th resonance.

Fit on the Dalitz plot of the D0 allows to extract φi and ai. To obtain also rB,

δB, and γ, we need to create the Dalitz plot also for the B± → [Ksπ
−π+]K± decay.

One of the disadvantage of this method comes from the way bins are partitioned

in the histogram. They have to be small in order to have a precise measurement,

but also large enough to have a significant number of events inside it.

In Fig. 1.8 are reported the combination of the current results and the estimated

value of γ, according to different methods. On top there is the result from the

CKMFitter Collaboration [19], showing the combination of the B− → DK−methods

described above. Also the measurement described in this thesis is already included

on it. On the bottom there is the combination proposed by the UTfit Collabora-

tion [20], including other inputs to extract γ. The mean value of γ varies from

67.1+4.6
−3.7 for the first to 74± 11 for the latter.
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Figure 1.8: Combination of the current results on γ. On top the result from the CKMFitter

Collaboration [19], which includes also the result of this thesis. On the bottom the combination

proposed by the UTfit Collaboration [20].
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2
The Tevatron collider

and the CDF II detector

The measurement described in this Thesis is based on a data sample collected by the

CDF II detector during the Run II operations at the Fermilab’s Tevatron Collider.

In this chapter we will provide a general description of the experimental apparatus,

both collider and detector, focusing on the more relevant elements for this analysis.

2.1 The Tevatron Collider

The last collision at the Tevatron Collider at the Fermi National Accelerator Lab-

oratory (FNAL, or Fermilab) occurred last September 31st 2011. Before the Large

Hadron Collider LHC at CERN have turned on since 2010, Tevatron was the world’s

highest energy accelerator, colliding protons and anti-protons with a center of mass

energy of
√
s = 1.96 TeV.

The first pp collision has been produced in 1986, while the accelerator started

to collect interesting events at the end of the 1987, during a period called Run 0.

From then, several extensive upgrades have been undertaken leading to major im-

provements of the overall performances. Run I (Tab. 2.1) went from 1992 to 1996

with a center of mass energy of 1.8 TeV. Then a major upgrade took place between

September 1997 and March 2001, for the Run II (Tab. 2.1), when both accelerator

23



2. The Tevatron collider and the CDF II detector

and collider detectors were improved.

Date Event
√
s [TeV] L [cm−2 s−1]

∫
Ldt [pb−1]

Mar 1983 End of the construction - - -

Jul 1983 Proton energy: 512 GeV - - -

Oct 1983 Fixed-target program - - -

Feb 1984 Proton energy: 800 GeV - - -

Oct 1985 First pp collisions 1.6 1024 -

Oct 1986 Proton energy 900 GeV - - -

Jun 1988–May 1989 Run 0 1.8 2× 1030 ≃ 4.5

Aug 1992–Feb 1996 Run I 1.8/0.63 28× 1030 ≃ 180

Aug 2000 Beam energy: 980 GeV - - -

Mar 2001–Sep 2011 Run II 1.96 3.6× 1032 ≃ 10.000

Table 2.1: Chronological overview of the Tevatron operations and performances.

The upgraded machine accelerates 36 bunches of protons and antiprotons, whereas

the previous version of the accelerator operated with only 6. Consequently, the time

between bunch crossings has been decreased from 3.5 µs of the previous version to

396 ns for the current collider. The center of mass energy was also increased from

1.8 to 1.96 TeV. At this energy the total cross-section using pp beams is maximized

with respect to pp beams, as for LHC (Fig. 2.1).

The Tevatron is the last stage of a complex system of accelerators (see Fig. 2.2),

used in successive steps to produce, store and accelerate the particles. It is a circular

synchrotron of 1 Km radius, employing 772 dipole, 2 halfdipole, and 204 quadrupole

superconducting magnets. Each of them is approximately 6 m long, 4 tons in mass,

and is made of NbTi alloy filaments embedded in copper, kept at 4.3 K temperature

by a large cryogenic system. A 4400 A current flows through each magnet to produce

the 4.2 T magnetic field necessary to keep the particles on their orbit, while they are

accelerated by eight Radio-frequency cavities (RF) driven at approximately 53.105

Hz.

There are two colliding points, located in two regions along the ring: BØ, which

is the site of the CDF experiment, and DØ, where the DØ experiment is located.
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2.1 The Tevatron Collider
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2. The Tevatron collider and the CDF II detector

2.1.1 Proton production

Protons are extracted from an hot hydrogen gas in the molecular state H2, ionized

by the passage through a magnetron, and accelerated to 750 KeV by a three-staged

diode-capacitor voltage multiplier Cockroft-Walton accelerator [31]. The proton

beam, segmented into bunches, is then injected into the two-staged 150 m long

linear accelerator Linac (see Fig. 2.2). First, a drift tube accelerator accelerates

the H− beams up to 116 MeV; then they are segmented in bunches, of about 5 ·
1012 protons, and the Linac and a Radio Frequency cavity increase their energy to

401.5 MeV [32] before injecting into the Booster. The Booster (see Fig. 2.2) is an

alternating gradient synchrotron (orbit radius of 75.5 m) that accelerates protons

to 8 GeV. At injection, a thin carbon foil is used to strip the electrons from the

H−1 ions to obtain protons. Injecting H−1 ions rather than protons into the Booster

allows the injection to proceed over multiple revolutions of the beam around the

Booster Ring (usually 10÷12)1.

The bunches are injected in the Main Injector [33], a synchrotron that acceler-

ates them up to 150 GeV of energy. From the Main Injector the protons move to

the Tevatron, a circular accelerator with superconducting magnets of 4.2 T, that

accelerates protons up to the final energy of 980 TeV.

2.1.2 Anti-proton production

Anti-proton beams are produced from proton bunches. When the latters reach the

energy of 120 GeV they are extracted from the Main Injector and directed against

a target made of nickel alloys containing chromium, iron and other metals. The

target rotates so that its resistance to the radiation is increased. Anti-protons are

produced by the following reaction:

p+




n

p



 → p+ p+




n

p



 + p
�

�

�

�2.1

A spatially broad beam of particles is produced and then focused using a cylindri-

1If protons were instead injected, the magnetic field used to inject new protons onto orbit in the Booster

would also deflect the already revolving protons out of orbit.
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2.1 The Tevatron Collider

cal Lithium Lens2. This beam, which has a bunch structure similar to the incident

proton beam, is passed through a pulsed dipole magnet. The magnetic field selects

the negatively charged antiprotons with about 8 GeV of kinetic energy. About 20

antiprotons are produced for every 106 protons on target and then stored into the

“Debuncher”, a triangular-shaped synchrotron with mean radius of 90 m. The beam

is stochastically cooled [34] 3 and then transferred to the “Accumulator”, another

triangular-shaped synchrotron with a mean radius of 75 m. The Accumulator is

a storage ring for the anti-protons; they are stored at an energy of 8 GeV and

cooled until needed. The anti-protons are then sent into the Main Injector, where

they are accelerated to 150 GeV. Finally, the anti-protons are transferred to the

Tevatron, where 36 previously injected bunches of protons are already circulating in

opposite direction. Since 2004, an additional Recycler Ring has been added in the

same tunnel of the Main Injector and provides additional storage and cooling of the

anti-protons. Recently, relativistic electron cooling was successfully implemented in

the Recycler, further enhancing the Tevatron performance [35]4. The anti-proton

production rate is low mainly because the production efficiency is 20 ·10−6, followed

by other inefficiency in the transfers.

2.1.3 Injection and collision

The anti-proton accumulation process usually takes about 20 hours to collect a suf-

ficient number of anti-protons, then the accumulation is stopped and the accelerator

is prepared for a new injection. The first injection step is the extraction of a set of

seven proton bunches from the Booster into the Main Injector [33], where they are

accelerated up to 150 GeV. Within the Booster the protons are compacted in a single

bunch of ≈ 300 · 109 particles, with an efficiency of 90%. When the proton bunches

are ready, they are moved into the Tevatron. This process is repeated every 12.5

2Lithium is used to minimize beam loss from multiple-scattering.
3Stochastic cooling is a technique used to reduce the beam emittance, without any accompanying beam-

loss. When the particle deviates from its ideal orbit, an iterative feedback mechanism produces an electrical

signal that brings it back.
4In the electron cooling process an electron beam propagates at the same average velocity of the particle

beam and through Coulomb scattering the anti-protons loose energy until a thermal equilibrium is reached.

27



2. The Tevatron collider and the CDF II detector

s, until 36 proton bunches, separated by 396 ns, are loaded into the Tevatron cen-

tral orbit, with an efficiency of 65%. The proton injection precedes the anti-proton

injection, because if proton bunch losses are large, the proton injection is aborted

and restarted. At this stage the process can be quickly recovered, while a large anti-

proton lost needs a new accumulation. When the proton bunches are injected and

stable, the anti-proton bunches are extracted from the Accumulator (or from the

Recycler) to the Main Injector, accelerated to 150 GeV, then compacted into four

bunches with an efficiency of ≈ 80%. Finally each bunch has 80 · 109 anti-protons.

The four bunches, separated by 396 ns, are injected into the Tevatron, where

protons are counter-routing. The two beams have orbits spatially separated of 3-

5 mm, that corresponds to 3 − 5σ of the beam size, to avoid beam interactions

outside the collision points. The anti-proton process is repeated to have 36 anti-

proton bunches. After the end of anti-protons injection start a “store”, defined

as an interrupted period of collisions. A store lasts usually about 20-24 hours.

The proton and anti-proton bunches share the same magnets and Radio Frequency

system. After the injection the beams are accelerated up to 980 GeV in about one

minute.

The beams are finally brought into collision at the two instrumented interaction-

points located along two straight sections of the Tevatron: DØ and BØ where the

DØ and CDF II detectors are located.

Special high-power quadrupole magnets (“low-β squeezers”), installed on the

beam pipe at either side of the detectors, reduce the transverse spatial spread of the

beams to maximize the collision rate in the interaction regions. The resulting trans-

verse spatial distribution of the luminous region is approximately a two-dimensional

Gaussian, with σT ≈ 30 µm. The typical longitudinal dimension of a bunch is 60÷70

cm. The interaction regions have a roughly Gaussian distribution along the beam

direction, with r.m.s. width σz ≈ 28 cm. The center of the luminous region is

shifted toward the nominal interaction point by fine tuning of the squeezers. The 36

bunches of protons (antiprotons) are distributed among the 1113 buckets in three

equispaced “trains” of 12 bunches each (Fig. 2.3). The inter-bunch spacing is 396

ns (21 buckets) within a train, while a 2.6 µs spacing (139 buckets, called “abort
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2.1 The Tevatron Collider

gap”) is kept between trains. The need for the abort gap is two-fold: it allows an-

Figure 2.3: Bunch structure of the Tevatron (BS = beam sync ticks = 132 ns).

tiprotons injection (in coincidence with the proton abort gap) without perturbing

the already revolving protons with the injecting magnet. Furthermore, when beam

abortion is needed, the abort gap allows ramping-up the deflecting magnets without

interfering with the beam during the transient, possibly damaging the detectors.

As a consequence of this bunch distribution, the average bunch-crossing rate is 1.7

MHz, resulting from a 2.53 MHz rate, when the proton and antiproton trains are

crossing, and zero rate in correspondence of the abort gaps. The transverse pro-

file of the beam is shaped to its optimized configuration to avoid detector damage

from the tails of the p (p) distributions interacting with the beam pipe: retractable

collimators (iron plates) are moved perpendicularly toward the beam and trim-off

the residual halo. When the beam profile is narrow enough and the conditions are

safely stable, the detector is powered and the data-taking starts. The number of

overlapping inelastic interactions N for each bunch crossing is a Poisson-distributed

variable that depends on the instantaneous luminosity. The observed distribution of

the multiplicity of interaction vertexes yields N ≈ 0.2, 1.0, 2.0, and 6.0 for respec-

tively, L ≈ 1 · 1031, 5 · 1031, 10 · 1031, and 30 · 1031 luminosities [36]. The luminosity
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2. The Tevatron collider and the CDF II detector

decreases as a function of time during the store because of the interactions of the

beam with residual molecules of gas in the beam pipe, beam-halo interactions, and

p depletion due to the collisions. During the 10÷20 h of a store, the luminosity

decreases by a factor of 2.5÷5, the majority of data being collected at L ≈ L0/2.

Just after the final injection, a new anti-proton accumulation cycle starts. When

the antiproton stack is sufficiently large and the colliding beams are degraded, the

detector high-voltages are switched-off and the store is dumped. The beam is ex-

tracted via a switch-yard and sent to an absorption zone. Beam abortion can occur

also accidentally when a superconducting magnet rises its temperature above the

critical value (i. e., the magnet “quenches”), destroying the orbit of the beams.

The time between the end of a store and the beginning of collisions of the next one

is typically 2 hours, during which the calibrations of the sub-detectors and cosmic

rays tests are usually performed.

2.1.4 Luminosity

The performances of the Tevatron collider are evaluated in terms of two key param-

eters: the available center-of-mass energy
√
s, and the instantaneous luminosity L.

The former defines the accessible phase-space for the production of resonances in the

final states. The latter is defined as the interaction rate per unit cross section of the

colliding beams (collisions/(cm2s)) and it is the proportionality coefficient between

the rate of a process

(
dN

dt

)

and its cross section (σ).

dN

dt

[
eventi s−1

]
= L

[
cm−2s−1

]
× σ

[
cm2

]

The time integral of the luminosity is therefore the measurement of the expected

number of events N produced in a time T . It is important because it relates both

to the peak performances of the accelerator and to the duty cycle of the machine.

Assuming an ideal frontal collision pp, the instantaneous luminosity is defined

as:

L = 10−5 NpNpBfβγ

2πβ⋆
√

(ǫp + ǫp)x(ǫp + ǫp)y
F (σz/β

⋆)
[
1030cm−2s−1

] �

�

�

�2.2

where Np (Np) is the mean number of protons (anti-protons) in each bunch, B (36)

is the number of bunches circulating in the ring, f (47.713 kHz) is the revolution
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frequency, βγ is the relativistic factor of the Lorentz boost (βγ = 1045.8 at
√
s = 980

GeV). F is the form factor 5, which depends on the ratio between the longitudinal

length of the bunch σz and the betatron function 6 β⋆ evaluated in the intersection

point of the bunches (β⋆ ≈ 31 cm). ǫp (ǫp) is the emittance 7 of the proton (anti-

proton) beam, after the injection ǫp ≈ 18π mm mrad and ǫp ≈ 13π mm mrad.

In Table 2.2 there are summarized the characteristic values for the accelerator.

Parameter Run II value

number of bunches (Nb) 36

revolution frequency [MHz] (fbc) 1.7

bunch rms [m] σl 0.37

bunch spacing [ns] 396

protons/bunch (Np) 2.7× 1011

antiprotons/bunch (Np̄) 3.0× 1010

total antiprotons 1.1× 1012

β∗ [cm] 35

Table 2.2: Accelerator parameters for Run II configuration.

Figs. 2.4(a) and 2.4(b) show, respectively, the evolution in the integrated lumi-

nosity and the instantaneous luminosity at the start of store delivered by Tevatron.

The progressive increase in the integrated luminosity and the continuous records in

the instantaneous luminosity 8 proved the good performance of the accelerator.

2.2 The CDF II Detector

The upgraded CDF detector [37] is a large multi-purpose solenoidal magnetic spec-

trometer designed with an approximately cylindrically symmetric layout both in

5The form factor F describes the longitudinal profile of the beam in the collision region, assuming the

characteristic shape of an horizontal hourglass, centered in the interacting point.
6The betatron function is a measure of the beam width, along the accelerator and it is proportional to

the beam’s x and y extent in phase space. β∗ is the value of this function in the collision point
7The emittance ǫ measures the phase space occupied by the beam particles
8In February 2010, the record in the instantaneous luminosity was 4.0× 1032cm−2s−1.

31



2. The Tevatron collider and the CDF II detector

(a)

(b)

Figure 2.4: 2.4(a): Integrated luminosity as a function of the time (or store number). The

black curve is the luminosity delivered and the purple curve is luminosity written to tape. 2.4(b):

Initial luminosity as a function of the time (or store number).

the azimuthal plane and in the “forward” and “backward” [38, 39] directions to

study collisions at Tevatron. Fig. 2.5 shows the CDFII detector and the different

sub-systems in a solid cut-away view, while Fig. 2.6 shows the elevation view of one

half of the detector.

CDF II consists of five main subdetector system: tracking, particle identification,

calorimetry, muon identification and luminosity detector. The protons and anti-

protons beams travel towards each other along the horizontal axis (beam line or

beam axis). Any plane perpendicular to the beam line is called a transverse plane

and the intersection point between the beam line and the transverse plane is referred

to as a beam spot.

The innermost system is the integrated tracking system: a silicon microstrips
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2.2 The CDF II Detector

Figure 2.5: The CDFII detector with a quadrant cut to expose the different subdetectors.

! !

Figure 2.6: Elevation view of one half of the CDFII detector.

detector and an open-cell wire drift chamber, the Central Outer Tracker COT that

surrounds the silicon detector. The tracking system is surrounded by the Time Of

Flight detector TOF, designed to provide particle identification for low-momentum

charged particles, below 2 GeV/c.
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2. The Tevatron collider and the CDF II detector

Both the tracking and the TOF detector are placed inside the supeconducting

coil, which generates a 1.4 T uniform horizontal magnetic field along the z axis inside

the tracking volume. The trajectories of the charged particles inside the tracking

volume are helixes. The tracking system is designed to measure the momentum

and the trajectory of the charged particles. Multiple-track reconstruction allows to

identify the vertices where either the pp interaction took place (primary vertex) or

the decay of a long-lived particle took place (secondary or displaced vertex).

The solenoid coil is surrounded by the calorimeters, which measure the energy of

particles that shower when interacting with matter. The calorimeters are surrounded

by the muon detectors. Muons are “minimally ionizing particles” that only deposit

small amounts of ionization energy in the material. Therefore, they are able to

penetrate both the tracking and calorimeter systems. The integrated material of

the tracking system, of the TOF detector, of the solenoid and of the calorimeter

serves as a particle filter. Particles which penetrate through all that material are

mostly muons, and they are detected by the tracks left in the muon chambers, located

outside the calorimeter. At the extreme forward region of the CDFII detector two

modules of Cherenkov Luminosity Counters (CLC) [40] are placed. They point

to the center of the interaction region to record the number of pp interactions and

determine the instantaneous luminosity.

In the analysis described in this Thesis the tracking system and the trigger are

essential components, and they will be described in detail in the following sections.

Less details will be given for the remaining systems. More information can be found

in [41] and [42].

2.2.1 Coordinates and Standard Definitions in CDF

CDF adopts a left handed cartesian coordinate system with origin at the nominal

BØ interaction point, coincident with the center of the drift chamber (see Sec. 2.3.2).

The positive z-axis lies along the nominal beam-line and goes in the direction of the

proton beam (east). The x − y plane is therefore perpendicular to the beam-line,

with the y-axis pointing upward and x-axis in the horizontal plane, pointing radially

outward with respect the center of the accelerator ring (Fig. 2.7).
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2.2 The CDF II Detector

Since the colliding beams of the Tevatron are unpolarized, the resulting physical

observations are invariant under rotations around the beam line axis. Also, the ap-

proximately cylindrically symmetry of the detector makes the cylindrical coordinate

system (r, φ, z) particularly convenient to describe the detector geometry.

Figure 2.7: CDF coordinate system.

We define the azimuthal angle φ, and the polar angle θ:

φ = tan−1 y

x
, θ = tan−1

√

x2 + y2

z
.

A momentum-dependent particle coordinate named rapidity is also commonly used:

Y =
1

2
ln
E + pz
E − pz

,

where E is the energy and pz is the z component of the momentum of the particle.

Being Lorentz invariant, it is preferred to the polar angle θ. In the relativistic

limit, or when the mass of the particle is ignored, rapidity becomes dependent only

upon the production angle of the particle with respect to the beam axis. This

approximation is called pseudo-rapidity η and is defined by

η = − ln
(

tan
θ

2

)

.
�

�

�

�2.3

A value of θ = 90◦ would be perpendicular to the beam axis and corresponds

to η = 0. The pseudo-rapidity is commonly used to identify different detector

regions according to their position with respect to the beamline and interaction

vertex position, as shown in Fig. 2.8(a).
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2. The Tevatron collider and the CDF II detector

Additional quantities are defined, as the transverse momentum, pT = p ·sin θ, the
transverse energy ET , and the five parameter of the helical trajectories of charged

particles moving through a homogeneous solenoidal magnetic field along the z di-

rection. Knowing that the projection of the helix on the x − y plane is a circle, a

helix in three dimensions is uniquely parameterized by:

C – signed helix (half)-curvature, defined as C = q/2R, where R is the radius of the

helix and q is the charge of the track. This is directly related to the transverse

momentum pT = 0.15 qB/|C|, where the magnetic field B is measured in Tesla,

C in m−1 and pT in GeV:

φ0 – φ angle of the particle at the point of closest approach to the z-axis;

d0 – signed impact parameter, i.e. the radial distance of closest approach to the

z-axis, defined as d0 = q(
√

x20 + y20 − R), where (x0, y0) are the coordinates of

the center. This is schematically drawn in Fig. 2.8(b);

λ – the helix pitch, i.e. cot(θ), where θ is the polar angle of the particle at the point

of its closest approach to the z-axis. This is directly related to the longitudinal

component of the momentum: pz = pT cot θ;

z0 – the z coordinate of the point of closest approach.

2.3 The Tracking System

The tracking system is immersed in a 1.4 T solenoidal magnetic field for the mea-

surement of charged particles momenta. We will describe this system, shown in

Fig. 2.9, starting from the device closest to the beam and moving outwards.

The innermost tracking device is a silicon detector, which consists of three sub-

detectors that cover the region |η| < 2 and 2π of azimuthal angle. The first layer

of silicon sensors, called Layer 00 (L00) [43], is installed directly onto the beryllium

beam pipe, with the sensors at radii 1.35 and 1.62 cm from the beam 9. The L00 is

9The beam pipe is made of beryllium because this metal has the best mechanical qualities with the

lowest nuclear interaction cross section.
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(a)

(b)

Figure 2.8: 2.8(a): The CDFII tracker layout showing the different subdetector systems.

2.8(b): Schematic drawing of the impact parameter d0.

followed by the Silicon Vertex Tracker, SVXII [44], made of five concentric layers of

silicon sensors located at radii between 2.45 and 10.6 cm. The Intemediate Silicon

Layers (ISL) [45] are the outermost silicon detectors, with one layer of sensors at

a radius of 22 cm in the central region and two layers at radii 20 and 28 cm in

the forward region. Surrounding the silicon detectors is the Central Outer Tracker

(COT) [46], a 3.1 m long cylindrical open-cell drift chamber covering the volume

between 43.4 cm and 132.3 cm of radius and |η| < 1.
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2. The Tevatron collider and the CDF II detector

Figure 2.9: Elevation view of one quadrant of the inner portion of the CDF II detector showing

the tracking volume surrounded by the solenoid and the forward calorimeters.

2.3.1 The Silicon Detectors

The silicon strip detectors [47] provide a precise determination of the particle tra-

jectory close to the beam line. The impact parameter resolution measured in the

transverse plane is of 27 µm. A silicon detector is fundamentally a reverse-biased

p− n junction.

When a charged particle passes through the detector material, it causes ionization.

For a semiconductor, this means that electron-hole pairs are produced. Electrons

drift towards the anode, and holes drift towards the cathode, where the charge is

gathered. The amount of charge is, to first order, proportional to the path length

traversed in the detector material by the charged particle. By segmenting the p or

n side of the junction into “strips” and reading out the charge deposition separately

on every strip, we obtain sensitivity to the position of the charged particle. All the

CDFII silicon detectors are implemented as microstrip detectors. The typical dis-

tance between two strips is about 60 µm. Charge deposition from a single particle

passing through the silicon sensor can be read out on one or more strips. This charge

deposition is used to determine the hit position in the direction perpendicular to

the strips.

There are two types of microstrip detectors: single and double-sided. In single-
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2.3 The Tracking System

sided detectors only one p side of the junction is segmented into strips. Double-

sided detectors have both sides of the junction segmented into strips. The benefit of

double-sided detectors is that while one p side has strips parallel to the z direction,

providing r−φ position measurements, the n side can have strips at an angle (stereo

angle) with respect to the z direction, and can provide z position information.

For SVX II, made of double sided silicon sensor, four silicon sensors are assembled

into a “ladder” structure which is 29 cm long. The readout electronics are mounted

directly to the surface of the silicon sensor at each end of the ladder. The ladders

are organized in an approximately cylindrical configuration, creating “barrels”. A

SVX II barrel is segmented into 12 wedges, each covering approximately 30◦ in φ,

and for each wedge there are five layers. Each layer provides one axial measurement

on one side and a measurement at the stereo angle on the other side (see Tab. 2.3).

Property Layer 0 Layer 1 Layer 2 Layer 3 Layer 4

number of φ strips 256 384 640 768 869

number of z strips 256 576 640 512 869

stereo angle 90◦ 90◦ +1.2◦ 90◦ −1.2◦

φ strip pitch [µm] 60 62 60 60 65

z strip pitch [µm] 141 125.5 60 141 65

active width [mm] 15.30 23.75 38.34 46.02 58.18

active length [mm] 72.43 72.43 72.38 72.43 72.43

Table 2.3: Relevant parameters for the layout of the sensors of the five SVXII layers.

The resolution on the single hit is 12 µm. There are three SVXII barrels, mounted

adjacent to each other along the z-axis, as shown in Fig. 2.10, covering the nominal

interaction region at the center of the CDFII Detector. The coverage of the silicon

detector subsystem is shown in Fig. 2.11. The innermost layer, L00, is made of single-

sided silicon sensors which provide only r − φ measurements, but also, being only

at 1.5 cm from the interaction point, provides the best resolution on the transverse

impact parameter. The ISL is made of double-sided silicon sensors and it provides

up to two additional tracking layers depending on pseudorapidity (Fig. 2.11). In

particular ISL provides a higher tracking efficiency by connecting tracks in SVX with
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2. The Tevatron collider and the CDF II detector

(a) (b)

Figure 2.10: The SVXII silicon detector. 2.10(a): Three-dimensional view of the detector, is

possible to see the barrel structure along the beam axes. 2.10(b): The transverse plane section

shows in detail the layers sequence.

the ones in COT and allows to extend tracking beyond the COT limit (|η| < 1), and

up to |η| < 2. All the silicon detectors are used in the Offline track reconstruction

algorithm.

Figure 2.11: Silicon Detectors: x− y and z − y plane views.
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2.3 The Tracking System

2.3.2 The Central Outer Tracker (COT)

The COT drift chamber provides the tracking of charged particles at radii in the

pseudo-rapidity region |η| < 1, giving an accurate information in the r − ϕ plane

for the measurement of the transverse momentum, and substantially less accurate

information in the r−z plane for the measurement of the z component pz. The COT

contains 96 sense wire layers, which are radially grouped into eight superlayers. This

can be seen from the end plate section shown in Fig. 2.12(a). Each superlayer is

(a) COT sector

SL2
52 54 56 58 60 62 64 66

R

Potential wires

Sense wires

Shaper wires

Bare Mylar

Gold on Mylar (Field Panel)

R (cm)

(b) COT cell

Figure 2.12: A 1/6 section of the COT end-plate 2.12(a). For each super-layer is given the

total number of cells, the wire orientation (axial or stereo), and the average radius in cm. The

enlargement in Fig. 2.12 shows in details the slot where the wire planes (sense and field) are

installed. The arrow shows the radial direction.

divided into cells, and each cell contains 12 sense wires. The maximum drift distance

is approximately the same for all superlayers. Therefore, the number of cells in a

given superlayer scales approximately with the radius of the superlayer. The entire

COT contains 30, 240 sense wires spanning the entire length of the detector in z.

Approximately half the wires run along z direction (axial). The other half are strung

at a small angle (2◦) with respect to the z direction (stereo). This allows to perform

track reconstruction in the r − z plane. The active volume of the COT begins at

a radius of 43.4 cm from the beamline and extends out to a radius of 132.3 cm.

The chamber is 310 cm long. Particles originating from the interaction point with

|η| < 1 pass through all the 8 superlayers of the COT.

41



2. The Tevatron collider and the CDF II detector

The cell layout, shown in Fig. 2.12(b) for superlayer 2, consists of a wire plane

containing sense and potential wires (for field shaping) and a field (or cathode) sheet

on either side of the cell. Both the sense and potential wires are 40 µm diameter gold

plated tungsten wires. The field sheet is 6.35 µm thick mylar with vapor-deposited

gold on both sides. Each field sheet is shared with the neighboring cell. The COT

is filled with an Argon-Ethane gas mixture and Isopropyl alcohol (with proportions

49.5:49.5:1). The gas mixture is chosen to have a constant drift velocity across the

cell width.

When a charged particle passes through the detector volume, the gas is ionized.

Electrons drift towards the nearest sense wire. The electric field in a cylindrical

system grows exponentially with decreasing radius. As a consequence, an avalanche

multiplication of charge happens inside the high electric field region, in the vicin-

ity of the wire, due to electron-atom collisions. The resulting charge reaches the

wire, producing the so called hit, which is then read by electronics. The avalanche

discharge provides a gain of ∼ 104. The maximum electron drift is approximately

100 ns. Due to the magnetic field, electrons drift at a Lorentz angle of ∼ 35◦ with

respect to the radius. The cell is tilted by ∼ 35◦ with respect to the radial direction

to compensate for this effect.

Signals on the sense wires are processed by the ASDQ (Amplifier, Shaper, Dis-

criminator with charge encoding) chip, which provides input projection, amplifi-

cation, pulse shaping, baseline restoration, discrimination, and charge measure-

ment [48]. The pulse is sent through ∼ 11 m of micro-coaxial cable, via repeater

cards, to TDC boards in the collision hall. The pulse leading edge gives the arrival

time information and the pulse width, and it is related to the amount of charge

collected by the wire. After calibrating the width variations due to the COT ge-

ometry, to the path length of the associated track, and to the gas gain differences

for the 96 wires, the Landau function associated to the track is determined, using

the amount of charge collected (in nanosecond) for each hit along the track path

length. From the Landau distribution the energy loss is measured and used for

particle identification. A detailed description of the calibration is found in [49], [50].

The TDC boards contain also the buffer where the data are stored while waiting
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2.3 The Tracking System

for the events to be accepted by the trigger. The TDC auxiliary card catch hits

for the XFT track trigger processor (see Sec. 2.9.1), later processed by pattern

recognition (tracking) software to form helical tracks. The hit resolution of the

COT is about 40 µm. The transverse momentum resolution has been measured

using cosmic ray events to be:

σpT
p2T

= 0.0017GeV/c−1.
�

�

�

�2.4

The tracking algorithms reconstruct particle trajectories (helixes) that best cor-

respond to the observed hits. Reconstructed trajectories are referred to as tracks.

Tracks with available COT information are important for several reasons:

• for the trigger, based on charged tracks and for the special Level-2 (L2) trigger

optimized for B-physics (see Sec. 2.8.2) used to collect data analysed in this

Thesis;

• for the TOF reconstruction to provide particle identification information for

the track parent particle;

• for the silicon reconstruction to match the hits in the SVX detector to the

COT track trajectory;

• they, themselves, contain information about particle velocity through the mea-

surement of the energy loss.

All the tracks that we use in this analysis are required to have the COT and the

SVX II information.

Calibrations of the COT.

The COT was originally designed for an accurate and efficient tracking, but not

being explicitly optimized for dE/dx measurements. For example, the small drift

cells, designed for fast response and high spatial-resolution measurements, reduce the

number of charge clusters collected by each wire, increasing statistical fluctuations.

In addition, the gas is kept at atmospheric pressure, while higher pressures are

better for dE/dx measurements. However, a dedicated charge-integration mode can

be enabled in the COT read-out chip for a measurement of dE/dx .
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2. The Tevatron collider and the CDF II detector

Off-line dE /dx information could not be used directly in our analysis, because

the responses are not uniform both in time and in the chamber volume. In fact

a degradation of the sense wires over time has been detected. For this reasons

there is the need of a calibration that removes any spurious dE/dx dependence on

local properties of the chamber or on features of the particles other than velocity.

Moreover greater performances of the particle identification can be achieved after

calibrating.

The calibration is made using a sample of pure kaons and pions from the D0

decay coming from:

D∗(2010)+ → D0π+ → [K−π+]π+,

where the identity of the decay products of the D0 is determined by the charge of

the pion from D∗+.

The steps are first to search for possible dE/dx gain variations as functions of

several global and track-related quantities, as the run number, the azimuthal angle,

the pseudo-rapidity and the hit multiplicity. Then corrections are applied to remove

the dE/dx dependence on these variables.

Finally the ionization curve, the function describing the expected average dE/dx

for a charged particle as a function of its Lorentz boost (βγ), is extracted. This

curve is particularly useful for particle identification.

In fact, as can be seen in Fig. 2.13, where there is show the dE/dx response as a

function of the momentum (Universal Curves), there is a separation among kaons,

pions, protons and electrons. For the analysis presented in this Thesis it is impor-

tant the separation between kaons and pions, that is about 1.5 σ for particles with

momentum greater than 2 GeV/c.

2.3.3 Track Reconstruction

As explained in the previous chapter, charged particles leave small charge deposi-

tions as they pass through the alternative layers of the tracking system. Using these

depositions, pattern recognition algorithms reconstruct the particle original trajec-

tory measuring the five parameters of the helix (see Sec. 2.2.1) that best match to

the observed hits.
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(a) Universal Curves for positive charges (b) Universal Curves for positive charges

Figure 2.13: Universal Curves for positive 2.13(a) and negative 2.13(b) charges. The distributions

for kaons, pions, protons and electrons are overlaid.

CDF employs several algorithms for track reconstruction depending on which

component of the detector a particle travels through. The principal one is the

Outside-In (OI) reconstruction [51]. This algorithm, exploiting the information

from both the central drift chamber and the silicon detectors, is used to track the

particles in the central region (|η| < 1). It first reconstructs tracks in the COT and

then extrapolates them inwards toward the beam.

The first step of the pattern recognition in the COT looks for circular paths,

projection of helix in the r − ϕ plane, in the axial superlayers. Cells in the axial

superlayers are searched for sets of 4 or more hits that can be fit to a straight line.

These sets are called segments. Once segments are found, there are two approaches

to track finding [52]. One is to link together the segments which are consistent with

lying tangent to a common circle. The other approach is to constrain its circular fit

to the beamline (see Sec. 2.3.4). Once a circular path is found in the r − ϕ plane,

segments and hits in the stereo superlayer are added depending on their proximity

to the circular fit. This results in a three-dimensional track fit. Typically, if one

algorithm fails to reconstruct a track, the other algorithm will not. This arises in

high track reconstruction efficiency in the COT for tracks passing through all 8
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2. The Tevatron collider and the CDF II detector

superlayers (97% for tracks with pT > 10 GeV/c)10.

Once a track is reconstructed in the COT, it is extrapolated inward to the silicon

system. Based on the estimated errors on the track parameters, a three dimensional

“road” is formed around the extrapolated track. Starting from the outermost layer,

and working inwards, silicon hits found inside the road are added to the track.

As hits get added, the road gets narrowed according to the knowledge of the up-

dated track parameters and their covariance matrix. Reducing the width of the

road reduces the chance of adding a wrong hit to the track, and also reduces the

computation time. In the first step of this algorithm, axial hits are added. In the

second step, hits with stereo information are added to the track. At the end, the

track combination with the highest number of hits and lowest χ2/ndf for the five

parameters helix fit is kept.

Due to the limited COT coverage and the strict hits requirement (at least

four of eight superlayers), tracking in the forward regions requires different algo-

rithms [53], [54] that are not described here because the tracks in the forward regions

are not used in this analysis.

2.3.4 Primary Vertex

In this Thesis the location of the primary pp̄ vertex is required to calculate the decay

length corresponding to the secondary vertices candidates and the impact parameter

of charged tracks.

The primary vertex location, for a given event, is found by fitting high quality

tracks to a common point of origin. At high luminosities, multiple collisions occur on

a given bunch crossing. For a luminosity of 1032 cm−2s−1, there are an average of 2.3

interactions per bunch crossing. Typically, since the luminous region is sufficiently

long (with σz = 29 cm), the primary vertices associated to the collisions are well

separated in z. An iterative algorithm is used to find the vertex associated to

the hardest collision: the first estimate of its position (xV , yV , zV ) is binned in the

10The track reconstruction efficiency mostly depends on how many tracks are reconstructed in the event.

If there are many tracks close to each other, hits from one track can shadow hits from the other track,

resulting in efficiency losses.
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2.4 Time Of Flight detector (TOF)

z coordinate, then the z position of each vertex is calculated from the weighted

average of the z coordinates of all tracks within 1 cm of the first iteration vertex,

with a typical resolution of 100 µm; finally the vertex associated with the highest

sum of the tracks pT is defined as primary vertex of the event.

The locus of all primary vertices defines the beamline, the position of the lu-

minous region of the beam-beam collisions through the detector. A linear fit to

(xV , yV ) vs zV yields the beamline for each stable running period. The beamline is

used as a constraint to refine the knowledge of the primary vertex in a given event.

Typically the beam transverse section is circular with width of ≈ 30 µm at z = 0,

rising to ≈ 50 − 60 µm at |z| = 40 cm. The beam is not necessarily parallel nor

centered in the detector and moves as a function of time.

2.4 Time Of Flight detector (TOF)

The TOF [55] is a cylindrical array made of 216 scintillating bars and is located

between the external surface of the COT and the magnet cryostat containing the

superconducting solenoid. It was added in 2001 to improve the capability to dis-

tinguish different kind of long-lived particles, measuring the time elapsed between

the collision time and when a particle is revealed by the detector. Bars are 280 cm

long and with a 4× 4 cm2 cross section oriented along the beam axis all around the

inner cryostat surface, installed in the 4.7 cm radial space between the outer surface

of COT and the cryostat of the super-conducting solenoid at an average radius of

140 cm, which corresponds to 4.7 ns flight-time for a particle roughly at the speed

of light.

Both longitudinal sides of the bars collect the light produced by the charged

particles in the scintillator bars into 432 fine-mesh, 19-stage photon-multipliers and

measure accurately the timing of the two pulses. The time between the bunch cross-

ing and the scintillation signal in these bars defines the β of the charged particle

while the momentum is provided by the tracking system. PID information is avail-

able through the combination for a track of TOF and track energy loss measurement

from the COT.

47



2. The Tevatron collider and the CDF II detector

!

Figure 2.14: Separation power of TOF for different particles at CDF, with dE/dx separation

power for kaon and pion from COT superimposed.

The design of the photon-multipliers permits them to maintain an adequate gain

even in the 1.4 T magnetic field. The preamplified PMT signals follow two parallel

paths: the timing signal is discriminated and digitized, while the charge signal is

digitized to be eventually used at trigger level and for subsequent extraction of the

offline corrections.

Using the time measurement from this detector and the measured momentum

from the COT is possible to infer the particle mass by the formula:

m =
p

c

√

c2t2

L2
− 1

�

�

�

�2.5

where p is the momentum measured, L is the path length of the track, and t is

the difference between the arrival time of the TOF signal with respect to the the

bunch-crossing time.

The expected separation power11 for the various particle species that is achievable

with TOF alone, assuming ≈ 110 ps for the time of flight resolution, as a function

of momentum, is shown in Fig. 2.14. For comparison, the expected K/π separation

11The expected separation power is defined as
TOFi(p)−TOFj(p)

σTOF
where TOFi(p) = L

c

√

mic
2

p2
+ 1 is the

expected time of fight of the i particle of mass mi and momentum p. σTOF is the time of flight resolution.
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from the COT dE/dx measurement is also shown in Fig. 2.14 to illustrate the

complementary power of COT with respect to the TOF particle identification.

2.5 Calorimeter System

Even if not used in this analysis, the calorimeter system, together with the muon

and tracking systems, is one of the main sub-detector apparatus of CDF II detector.

A detailed description of this system can be found in [42]. The CDF II calorimetry

system has been designed to measure energy and direction of neutral and charged

particles leaving the tracking region. In particular, it is devoted to jet reconstruction

and it is also used to measure the missing energy associated to neutrinos.

Figure 2.15: Elevation view of the CDF detector showing the components of the CDF calorimeter:

CEM, CHA, WHA, PEM and PHA.

Particles hitting the calorimeter can be divided in two classes, according to their

main interaction with the matter: electromagnetically interacting particles, such

as electrons and photons, and hadronically interacting particles, such as mesons or
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2. The Tevatron collider and the CDF II detector

baryons produced in hadronization processes. To detect these two classes of parti-

cles, two different calorimetric parts have been developed: an inner electromagnetic

and an outer hadronic section, providing coverage up to |η| < 3.64. In order to

supply information on particle position, the calorimeter is also segmented in ra-

dial sections, called towers, projected toward the geometrical center of the detector.

Each tower consists of alternating layers of passive material and scintillator tiles.

The signal is read out via wavelength shifters (WLS) embedded in the scintillator

and the light from WLS is then carried by light guides to photomultiplier tubes. The

central sector of the calorimeter, covering the region |η| < 1.1, was recycled from

Run I, while brand new calorimeters (called plug calorimeters) were built up to cover

the forward and backward regions. Fig. 2.16(b) shows the plug calorimeter system

while Fig. 2.15 shows an elevation view of the components of the CDF calorimeter:

the Central Electromagnetic Calorimeter (CEM), the Central Hadronic Calorimeter

(CHA), the Wall Hadronic Calorimeter (WHA), the Plug Electronic Calorimeter

(PEM), and Plug Hadronic Calorimeter (PHA).

The Central Calorimeter

Apart from upgrades on the readout electronics, needed to follow the increased

collision rate, the central calorimeter is almost the same used during Run I. The

CEM is segmented in ∆η×∆ϕ = 0.11×15◦ projective towers consisting of alternate

layers of lead and scintillator, while the CHA and CWA, whose geometry tower

segmentation matches the CEM one, use iron layers as radiators.

A perspective view of a central electromagnetic calorimeter module (wedge) is shown

in Fig. 2.16(a), where both the arrangements in projected towers and the light-

gatering system are visible. The projective geometry has been used in order to

take advantage of the momentum conservation in the transverse plane: before the

pp collision, the projection in the transverse plane w.r.t. the beam direction of

the beam energy is null, therefore this quantity have to be the same also after

the collision took place. Thus, for each tower the transverse energy ET is defined

as ET = Esinθ, where E is the energy detected by the tower and θ is the angle

between the beam axis and the tower direction, in the CDF detector coordinates
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Figure 2.16: The plot show one azimuthal electromagnetic calorimeter wedge 2.16(a), the second

plot shows an elevation view of one quarter of the plug calorimeter 2.16(b).

system. Two position detectors are embedded in each wedge of CEM:

• The CES, Central Electromagnetic Strip multi-wire proportional chambers, is

a two-dimensional stripwire chamber arranged in correspondence to maximum

shower development (∼ 5.9 X0
12 It measures the charge deposit of the elec-

tromagnetic showers, providing information on their pulse-height and position

with a finer azimuthal segmentation than calorimeter towers. This results is

an increased purity on electromagnetic object reconstruction.

• The CPR, Central Pre-Radiator, consists of two wire camber modules placed

immediately in front of the calorimeter. It acts as pre-shower detector by using

the tracker and the solenoid coil material as radiators, resulting to be a very

useful tool in rejection of electron and photon background.

Calorimeter response is fast enough to match the time requirements imposed

by Run II. However, wire chambers associated to CES and CPR may need to be

12The radiation length X0 is the scale length describing the high-energy electromagnetic cascades, usually

measured in g·cm−2. It is both the mean distance over which a high-energy electron loses all but 1/e of

its energy by bremsstrahlung, and 7/9 of the mean free path for pair production by a high-energy photon.
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Calorimeter CEM CHA WHA PEM PHA

Absorber Lead Steel Steel Lead Iron

Segmentation (η × ϕ) 0.1×15 0.1×15 0.1×15 (0.1 ÷ 0.6)×(7.5 ÷ 15) (0.1 ÷ 0.6)×(7.5 ÷ 15)

Num. Towers (η × ϕ) 20×24 9×24 6×24 12×24(48) 11×24(48)

Thickness 18 X0,1λint
13 4.7λint 4.7λint 23 X0,1λint 6.8λint

Resolution (%) 14/
√
ET ⊕ 2 50/

√
ET ⊕ 3 75/

√
ET ⊕ 4 16/

√
E ⊕ 1 80/

√
E ⊕ 5

Table 2.4: Summary of the main characteristics of the CDF II calorimeter system.

integrated over several beam crossings.Tab. 2.4 summarizes the basic quantities of

calorimeter detectors.

The Plug Calorimeter

The plug calorimeter (see Fig. 2.16(b)), covers the η region from 1.1 to 3.64. The

new configuration, based on the same principles as the central calorimeter, allows

the detector to operate in the Run II environment and makes experimental data

more homogeneous. Both electromagnetic and hadronic sectors are divided in 12

concentric η regions, with ∆η ranging from 0.10 to 0.64, according to increasing

pseudo-rapidity, each of them is segmented in 48 or 24 (for |η| < 2.11 or |η| > 2.11

respectively) projective towers. The actual size of these towers was chosen so that

identification of electron in b-jets would be optimized. Projective towers consist

in alternating layers of absorbing material (lead and iron for electromagnetic and

hadronic sector respectively) and scintillator tiles. The first layer of the electromag-

netic tile is thicker (10 mm instead of 6 mm) and made of material with higher

photon yield. They act as a pre-shower detector.

2.6 Muon Detectors

The particles produced by the interaction and subsequent decays are absorbed by

the system described above with a very high probability. The most common particle

that escapes the calorimetric system is the muon. Muons are over 200 times more

massive than electrons, so bremsstrahlung radiation, inversely proportional to the

mass squared of the incident particle, is suppressed by a factor of 4 ·104 with respect

to electrons. They do not interact via strong interaction with nuclei in matter either.
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Therefore, a muon with enough energy will pass through the calorimeter systems

releasing only a small amount of its energy. The minimum muon energy required to

reach the muon detectors, placed radially outside of the calorimeters, is 1.4 GeV.

Figure 2.17: Muon detectors coverage in the η − ϕ plane.

The muon system is the outermost layer of the CDF II detector and consists

on drift cells and scintillation counters which are used to reconstruct segment of

track, called stubs, from minimum ionizing particles. These stubs are matched us-

ing dedicated algorithms with the COT information in order to reconstruct the full

trajectory of the muons. Some additional steel shielding layers, in between the cham-

bers and the calorimeters, reduce the probability for other particles to escape the

calorimetric system. Four independent systems detect penetrating charged particles

in the |η| . 1.5 pseudo-rapidity range [56], [57]. The momentum measurement is

performed by pointing back the stub to the corresponding track in the COT. Scin-

tillators serve as trigger or trigger veto for muons while the drift chambers measure

the ϕ coordinate using the absolute difference of drift electrons arrival time between

two cells, and the z coordinate by charge division.

All type of muon detectors use a single wire, rectangular drift chambers, arranged
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in arrays with various azimuthal segmentation and coupled with scintillator counters.

The chambers use a 50:50 gas admixture of Argon and Ethane, and operates in

proportional regime. The four sub-detector systems are (see Fig. 2.17 for their

coverage in the η − ϕ plane):

CMU: the Central MUon detector (CMU) detector is located around the central

hadronic calorimeter at a radius of 347 cm from the beamline with coverage

0.03 . |η| . 0.63. It is segmented into 24 wedges of 15◦. Only 12.6◦ in ϕ,

with a gap of 2.4◦, of each wedge is active, resulting in an overall azimuthal

acceptance of 84%. Each wedge is further segmented into three 4.2◦ modules

each containing four layers of four drift cells.

CMP: the Central Muon uPgrade (CMP) is the second set of muon drift chambers

outside of CMU with an additional 60 cm thick steel absorbers between them.

The material further reduces the probability of hadronic punch-through to

the CMP. Muons need a transverse momentum of about 2.2 GeV/c to reach

the CMP. The CMP system is arranged in a box shape of similar acceptance

as the CMU and conventionally serves as a confirmation of CMU for higher

momentum muons. The CMP and CMU have a large overlap in coverage and

are often used together. CMP helps to cover CMU ϕ gaps and the CMU covers

the CMP η gaps. Muon candidates which have both CMU and CMP stubs are

the less contaminated by fake muons.

CMX: the Central Muon eXtension (CMX) consists of drift tubes and scintillation

counters (CSX) assembled in conically arranged sections. The CMX extends

the pseudo-rapidity coverage to 0.6 . |η| . 1. There are 8 layers of drift

chambers in total with a small stereo angle between layers.

IMU: the Intermediate MUon system (IMU) extends the pseudo-rapidity coverage

even further to 1.0 . |η| . 1.5. The IMU is mounted on the toroid magnets

which provide shielding and consists of the Barrel MUon chambers (BMU),

Barrel Scintillation counters (BSU) and Toroid Scintillation counters (TSU).
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Luminosity

2.7 Cherenkov Luminosity Counters (CLC) and Measurement of

the Luminosity

The main purpose the CLC (see Fig. 2.18) is to measure the instantaneous luminosity

L in the BØ interaction point. The relation used is N̄×fb.c. = σpp̄×ε×L, where N̄ is

the number of interaction for bunch crossing (BC), fb.c. the BC frequency, on average

2.5 MHz for 36 × 36 bunch operations, σpp̄ is the inelastic cross section14, and ε is

the detector efficiency. The inelastic cross section is obtained by extrapolating the

combined results for the inelastic pp cross section of CDF at
√
s = 1.8 TeV and

measurements at
√
s = 1.96 TeV [58] at the Run II energy. The global uncertainty

on the luminosity is ≈ 5.6%. This detector covers the 3.7 . |η| . 4.7 range,

Figure 2.18: Longitudinal section of the CLC system forward.

with two symmetrical detector placed in the forward and in the backward regions.

It is composed by long Cherenkov detectors, 100 − 108 cm, with a conical shape,

14The proton-antiproton inelastic cross section at the Tevatron is σpp̄ = 59.3 mb.
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filled with Isobutane that guarantees high refraction index and good transparency

for ultraviolet photons. The light emitted are collected in a PMT shielded by the

solenoidal magnetic field. The luminosity measured by the CLC is used to monitor

the Tevatron performance.

2.8 Trigger and DAQ

At the typical Tevatron instantaneous luminosity L ≈ 4 · 1032 cm−2s−1, and with an

inelastic pp̄ cross section of σpp̄ ≈ 60 mb, approximately 2.5 · 107 inelastic collisions

per second occur, corresponding to one inelastic pp interaction per bunch-crossing

on average. Since the read-out of the entire detector needs about 2 ms on average,

after the acquisition of one event, another approximately 5, 000 interactions would

remain unrecorded. When an event recording is prevented because the system is

busy with a different event or a different task, this is called dead-time.

The average size of information associated to each event is 140 Kb. Even in

case of deadtime-less read-out of the detector, in order to record all events, an

approximate throughput and storage rate of 350 Gb/s would be needed, largely

beyond the possibility of currently available technology15

The read-out system has to reduce the 2.3 MHz interaction-rate to the 100

Hz storage rate attainable at CDF. The challenge for the whole system is to cut-

off events that don’t have the minimal requirements to be reconstructed, focusing

the acquisition system on the interesting processes. The Data Acquisition Quality

(DAQ) is segmented in three levels (see Fig. 2.19). Each level receives the accepted

event from the previous one, and verifies if it passes particular requirements.

Prior to any trigger level, the bunched structure of the beam is exploited to

reject cosmic-ray events by gating the front-end electronics of all sub-detectors in

correspondence of the bunch crossing. The front-end electronics of each sub-detector,

packaged in VME modules hosted in about 120 crates, has a 42 cells deep pipeline

synchronized with the Tevatron clock-cycle set to 132 ns. The Tevatron clock picks

up a timing marker from the synchrotron RF and forwards this bunch-crossing signal

15The maximum current storage rate is approximately 250 Kb/s.
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Figure 2.19: Block diagram showing the global trigger 2.19(a) and the data flow for the L1 and

L2 systems at CDF II 2.19(b).

to the trigger and to the front-end electronics. Since the inter-bunch time is 396 ns,

three times the Tevatron clock-cycle, the pipeline can collect data corresponding to

a maximum of 14 bunch crossings. The pipeline depth gives the amount of time

that Level-1 (L1) trigger has to decide to accept or reject an event otherwise the

buffer content is overwritten: 396 ns · 14 = 5.5 µs. An event accepted by the L1 is

then passed to the Level-2 (L2) buffer, where the number of buffers in the pipeline

is 4, that gives 5.5 µs ·4 = 22 µs. This means that if an event is accepted by

the L1 and the L2 doesn’t have a free buffer, deadtime will incur. Level-3 (L3) is

composed by a computer farm, the L2 output rate is low enough to avoid in general

deadtime problem in the connection between L2 and L3. The following description

will emphasize the aspect of the CDF Trigger that are related with the selection of

rare events including b-hadrons with high purity.
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2. The Tevatron collider and the CDF II detector

2.8.1 Level-1

L1 is a synchronous system of custom designed hardware which reconstructs infor-

mation from three parallel streams: the calorimeter (total energy and single tower in-

formation), the COT (only 4 axial superlayers are used for two-dimensional tracks),

and the muon systems (stubs in the CMU, CMP and CMX).

Two-dimensional tracks in the r − ϕ plane of the COT are identified by the

eXtremely Fast Tracker XFT (see Sect. 2.9.1). It sends the track information to the

extrapolation unit (XTRP) and then trigger objects are formed using combinations

of primitives and cuts on those primitives. Calorimeter based objects (electrons,

jets, photons) are formed in the L1CAL, muons are formed in the L1MUON and

hadronic B are formed in the L1TRACK.

A decision stage combines the information from these low-resolution physic ob-

jects, called primitives, into more sophisticated objects.

The accepted events are buffered for L2 analysis.

2.8.2 Level-2

The L2 is an asynchronous system of custom-designed hardware which processes

events accepted by the L1.

Additional information from the shower-maximum strip chambers in the central

calorimeter and the axial hits in the SVX II are combined with the L1 primitives

to produce L2 primitives. A simplified energy-clustering is done in the calorimeters,

merging the energies in adjacent towers to the energy of a seed tower above threshold.

L1 track primitives matched with consistent shower-maximum clusters provided

refined electron candidates whose azimuthal position is known within 2◦ accuracy.

Information from the r − ϕ sides of the SVX II is combined with L1 tracks

primitives to form two-dimensional tracks with resolution similar to the offline one

by the silicon-based trigger system, (see Sec. 2.9.2). SVT uses SVX r − ϕ hits to

extend XFT track primitives inside the SVX volume, closer to beamline. The SVT

improves the XFT ϕ0 and pT resolutions and adds the measurement of the impact

parameter d0 (original XFT track primitives are beamline constrained). Acting into
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the impact parameter, SVT is a very useful handle in order to select decay modes of

heavy b-hadrons into charged prongs. As shown in Fig. 2.20, the impact parameter

Figure 2.20: Schematic chart showing the correlation between the tracks impact parameter (I.P.)

and the decay length, in the transverse plane, of a hypothetical b-hadron decay.

(IP) of the decay products is strongly related to the decay length of the mother

b-hadron, therefore a selection based on the tracks impact parameter turns directly

into a proper time requirement. This innovative system is the core of all the trigger

systems for B physics, and will be described in further details in Sec. 2.9.

Finally, an array of programmable processors makes the trigger decision, while

the L2 objects relative to the following event accepted at L1 are already being

reconstructed. The L2 output rate is around 900 Hz.

Fig. 2.19(b) shows the block diagram of the CDF II trigger system with the L1 and

L2 subsystems along with their interconnections.

2.8.3 Level-3

After an event is accepted at L2, it has to be read out completely. The digitized

output relative to the L2-accepted event arrives fragmented from all sub-detectors

via optical fibers. It is collected by the Event Builder, a custom hardware switch that
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2. The Tevatron collider and the CDF II detector

arranges it in the proper order and assembles in the event record. It is then transfered

to one of the nodes in the L3 farm, consisting of 300 commercial CPUs, organized

in a modular and paralleled structure of 16 sub-systems [59], each composed by 12

to 16 processor nodes.

The L3 trigger reconstructs the event following given algorithms, taking advan-

tage of the full detector information and improved resolution not available to the

lower rigger levels. This includes a full three-dimensional track reconstruction and

tight matching of tracks to calorimeter and muon-system information. Events that

satisfy the L3 trigger requirements are then transfered onward to the Consumer

Server/Data Logger (CSL) system for storage first on disk and later on tape. The

average processing time per event in L3 is of the order of a few seconds. The L3

leads to a further reduction in the output rate, roughly 75 Hz.

A set of requirements that an event has to fulfill at L1, L2 and L3 constitutes

a trigger path. The CDF II trigger system implements about 200 trigger paths.

An event is accepted if it passes the requirements of any one of these paths and,

depending of the particular trigger path, it will be stored in a trigger dataset. A

complete description of the different datasets of the CDF Run II can be found in [60].

Another important feature of the trigger system of CDF is that L1 and L2 ac-

cepted events can be pre-scaled. This means that only a fraction of the events

that fulfill the trigger requirements are actually accepted. Even if this implies loos-

ing potentially useful events, it becomes necessary at high luminosity. Given the

continuous improving performance of the Tevatron, pre-scaling trigger has become

common practice in the last years. Moreover, the trigger system allows for dynamic

pre-scaling of trigger acceptance, meaning that the scaling factor varies with the in-

stantaneous luminosity, so the output bandwidth is maximally utilized. If an event

satisfies the L3 requirements, the corresponding event record is transferred to mass

storage at a maximum rate of 20 Mbyte/s.

The L3 decision is made after the full reconstruction of the event is completed

and the integrity of its data is checked, a process that takes a few milliseconds. A

fraction of the output is monitored in real time to search for detector malfunctions,

to calibrate and to graphically display events.
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2.9 The Track Trigger

2.9 The Track Trigger

The goal of the trigger is to collect the largest number of rare b-hadron decays in

the limited amount of available bandwidth.

Also it is important to have a good background rejection, with a reasonable ef-

ficiency on the interesting signal. This can be achieved reconstructing the track

parameters in real-time. In the next sub-sections will be described the two proces-

sor that are doing this task at level 1, XFT (see Sec. 2.9.1), and at level 2, SVT

(Sec. 2.9.2).

2.9.1 The COT track-processor: XFT

The COT is connected to the trigger processor XFT that uses pattern matching

in the r − ϕ plane to first identify short segments of tracks and to link them into

full-length tracks, in time with the L1 decision.

The XFT tracks are also extrapolated to the electromagnetic calorimeter and

muon chambers to generate trigger electron and muon candidates. The role of the

XFT in the trigger is to reduce the raw collision rate (1.7 MHz) to a maximum of

about 30 KHz of interesting physics events which can be processed by the L2 trigger.

The XFT uses hit data from the 4 axial superlayers of the chamber, arranged in

cells of 12 wires each. A charged particle passing through an axial layer generates

a characteristic pattern of 12 hits, one per wire, with a characteristic timing. Track

identification is performed in two steps by the Finder boards, which search for track

segments in each of the 4 axial layers of the chamber, and by the Linker boards,

which search for 4/4 matches among segments in the 4 layers, consistent with a

track exiting from the interaction point. If a coincidence between segments crossing

four super-layers is found, two-dimensional XFT-tracks are reconstructed by linking

the segments. The segments are compared with a set of about 2,400 predetermined

patterns corresponding to all possible tracks with pT ≥ 1.5 GeV/c originating from

the beam line. The comparison proceeds in parallel each of the 288 azimuthal 1.25◦

sectors in which XFT logically divides the chamber. If no track is found using all

four super-layers, then the best track found in the innermost three super-layers is
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taken as output. The track-finding efficiency and the fake rate with respect to the

offline tracks depends of the instantaneous luminosity, and were measured to be

ε ≈ 96%, and 3% respectively, for tracks with pT ≥ 1.5 GeV/c at L ≃ 1031 cm−2s−1.

The observed momentum resolution is σpT /p
2
T = 0.017 [GeV/c]−1, and the azimuthal

resolution is σϕ6 = 0.3◦, where ϕ6 is the azimuthal position at the sixth COT super-

layer, located at 106 cm radius from the beam line. The reconstructed tracks are

reported to the XTRP and a copy of them is preserved to be used in the L2.

2.9.2 The Online Silicon Vertex Tracker (SVT)

The Online Silicon Vertex Tracker (SVT) (see Fig. 2.21) is part of the L2 trigger.

Figure 2.21: SVT architecture.

It receives the list of the COT tracks reconstructed by the XFT processor (for each

track the curvature C and the azimuthal angle ϕ are measured) and the digitized

pulse heights on the silicon layers (105 channels). The SVT links the XFT tracks

to the silicon hits and reconstructs tracks in the transverse plane with offline-like

quality. The resolution of the SVT is δϕ ≃ 1.0 mrad, δpT ≃ 0.003 · p2T GeV/c
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and δd0 ≃ 35 µm, where d0 is the track impact parameter, the radial distance of

closest approach of the particle trajectory helix to the z-axis of the CDF reference

system. The SVT efficiency, defined as the ratio between the number of tracks

reconstructed by SVT and all XFT-matched offline silicon tracks that are of physics

analysis quality, is higher than 85%. By providing a precise measurement of the

impact parameter of charged particle tracks, SVT allows on-line triggering on events

containing long lived particles. Hadrons with b quark in particular have a decay

length of the order of 500 µm and tracks which come out of the b-hadrons decay

vertices have an impact parameter on average grater than 100 µm.

The SVT has a widely parallelized design: it is made of 12 identical slices

(wedges) working in parallel. Each wedge receives and processes data only from

tracks in the plane perpendicular to the beamline (stereo info from SVXII is dropped)

and only with pT above 2 GeV/c. The tracking process is performed in two steps:

• Pattern recognition: candidate tracks are searched among a list of precal-

culated low resolution patterns (roads);

• Track fitting: a full resolution fit of the hit coordinates found within each

road is performed using a linearized algorithm.

The pattern recognition step is performed in a completely parallel way by the AM

system which uses full custom VLSI chips (AMchips [61]). The AM system compares

all the silicon clusters and XFT tracks with the set of precalculated patterns. Each

SVT wedge uses 32,000 patterns which cover more than 95% of the phase space for

pT ≥ 2 GeV/c.

The track fitting method is based on linear approximations and principal com-

ponents analysis [62].

Fig. 2.22 shows the SVT track impact parameter resolution for tracks with pT > 2

GeV/c. The width of the Gaussian fit for the distribution in Fig. 2.22 is 55 µm.

This is a combination of the intrinsic SVT impact parameter resolution, and the

transverse size of the beam line: σfit = σSV T ⊕ σbeam, where σbeam is about 30 µm.

Therefore, the intrinsic SVT resolution is about 35 µm. SVT allows, for the first

time at a hadron collider, to trigger directly on hadronic b decays with charged
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prongs.
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Figure 2.22: The plot shows the distribution of the impact parameter as measured by the SVT

processor.

2.9.3 The Two Track Trigger Path (TTT)

In the following we will describe the TTT trigger path used for the analysis described

in this Thesis. The term Two Track Trigger (TTT) is used within CDF to indicate

two kind of triggers that require at least two charged tracks in the event, with

some kinematical constraint that we are going to describe in the following. These

triggers are able to extract fully hadronic decays from a large background of tracks,

just using the tracks reconstructed by SVT. The two triggers differ by the fact

that one is meant to collect two-body decays, like B0
s → h+h′− (B PIPI), while the

other is sensitive to multi-body decays, like the one we are looking for, B− → Dπ−

(B CHARM).

We are going to describe in more details the latter, since it has been used in

this Thesis. Table 2.5 reports the three main variants of this trigger, according to

the requirement in the minimum transverse momentum: low−pT , medium−pT and

high−pT .
The impact parameter (dV ) and transverse decay length (Lxy) of the B candidate

vertex are calculated starting from the parameters of the two SVT tracks using the
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Version Level 1 Level 2 Level3

High−pT pT > 2.5 GeV/c pT > 2.5 GeV/c pT > 2.5 GeV/c

Opposite charge Opposite charge Opposite charge

∆φ6 < 90◦ 2◦ < ∆φ0 < 90◦ 2◦ < ∆φ0 < 90◦

∑

pT
> 6.5 GeV/c

∑

pT
> 6.5 GeV/c

∑

pT
> 6.5 GeV/c

0.1 < d0 < 1 mm 0.1 < d0 < 1 mm

Lxy < 200 µm Lxy < 200 µm

|∆z0| < 5 cm

|η| < 1.2

Medium−pT pT > 2 GeV/c pT > 2 GeV/c pT > 2 GeV/c

Opposite charge Opposite charge Opposite charge

∆φ6 < 90◦ 2◦ < ∆φ0 < 90◦ 2◦ < ∆φ0 < 90◦

∑

pT
> 5.5 GeV/c

∑

pT
> 5.5 GeV/c

∑

pT
> 5.5 GeV/c

0.1 < d0 < 1 mm 0.1 < d0 < 1 mm

Lxy < 200 µm Lxy < 200 µm

|∆z0| < 5 cm

|η| < 1.2

High−pT pT > 2 GeV/c pT > 2 GeV/c pT > 2 GeV/c

Opposite charge Opposite charge Opposite charge

∆φ6 < 90◦ 2◦ < ∆φ0 < 90◦ 2◦ < ∆φ0 < 90◦

∑

pT
> 4 GeV/c

∑

pT
> 4 GeV/c

∑

pT
> 4 GeV/c

0.1 < d0 < 1 mm 0.1 < d0 < 1 mm

Lxy < 200 µm Lxy < 200 µm

|∆z0| < 5 cm

|η| < 1.2

Table 2.5: Selections of the three versions of the B CHARM trigger. Criteria refer to track-pairs.

The pT , d0 and η requirements are applied to both tracks. The
∑

pT
refers to the scalar sum of

the pT of the two tracks. φ6 is the azimuthal angle of the tracks measured at the COT superlayer

6. It is related to φ0 by the relation φ6 = φ0 + arcsin(R ·C), where R = 105.575 cm and C is the

track’s curvature.
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following equations:

px = pT1 cosφ1 + pT2 cosφ2 py = pT1 sinφ1 + pT2 sinφ2.

The flight direction of the B candidate vertex is then given by:

cosφV =
px
pT

sin φV =
py
pT
,

where

pT =
√

p2x + p2y .

The coordinates of the B candidate vertex are:

xV =
d1 cos φ2 − d2 cosφ1

cosφ1 sin φ2 − cosφ2 sinφ1
yV =

d1 sinφ2 − d2 sinφ1

cosφ1 sinφ2 − cosφ2 sinφ1

�

�

�

�2.6

from which:

Lxy =
xV · px + yV · py

pT
dV = xV sin φV − yV cosφV

�

�

�

�2.7

2.10 CDF MC simulation of detector and trigger

In a modern high energy physics experiment is important to have a precise simu-

lation of the detector response and ability to reconstruct energy and momentum of

the particles. The geometry of a detector is quite complex, so in order to reduce

the uncertainties over the detector capabilities, the use of a detailed Monte Carlo

simulation (MC) which simulates the efficiency of reconstruct a decay channel, the

geometrical acceptances, and other similar tasks, is mandatory.

To generate a B-hadron decay sample there are three different steps: the first step

is the B-hadron generation, then the hadron is forced to decay into a particular final

state and finally the decay products are propagated within the CDF II detector. The

hadron generation and the decay of the sample used in this Thesis are generated

using the “BGenerator” algorithm, which needs, as input information, the joint

distribution of transverse momentum and pseudo-rapidity for the different b-hadrons.

Once the physics of the interaction and the generated particles are available,

they are propagated within a simulation of the detector in order to reproduce their

interactions with the materials and the different signals they produce in all the sub-
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detectors. In the standard CDF simulation, the detector geometry and material are

modeled using the version 3 of the GEANT package [63], tuned using data from

test-beams and actual collisions. GEANT receives as input the positions, the four-

momenta, and the identities of all particles produced by the simulated collisions that

have long enough lifetimes to exit the beam pipe. It simulates their passage in the

detector, modeling their interactions (bremmstrhalung, multiple scattering, nuclear

interactions, photon conversions, etc.) and the consequent generation of signals on

a channel by channel basis.

The actual trigger logic is simulated for all digital parts of the trigger. The

output of the simulated data has the same format of the collision data, allowing

their analysis with the same reconstruction programs used.

The detector and trigger configuration underwent several changes during data-

taking. For a more detailed simulation of the actual experimental conditions, the

simulation has been interfaced with the offline database that reports, on a run-

by-run basis, all known changes in configuration (position and slope of the beam

line, relative mis-alignments between sub-detectors, trigger-table used, set of SVT

parameters) and local or temporary inefficiencies of the silicon tracker (active cover-

age, noisy channels, etc.). This allows simulating the detailed configuration of any

set of real runs, to match the distribution of real data in any given sample to very

high precision.
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3
Selection of the suppressed signals

B− → D(→ K+π−)h−

In this chapter we will describe the procedure to select the suppressed signals B− →
D(→ K+π−)h−. After the on-line trigger selection, an off-line selection has been

performed to see a clear peak of favored B− → Dπ−events. Then we chose a set

of requirements that maximizes the probability of detecting the suppressed B− →
Dπ−peak.

3.1 Data sample

The technique for the measurement of the CKM angle γ proposed by Atwood,

Danietz and Soni (see Chap. 1.5.1) is centered on the interference between these

two decay channels1:

- color-favored B− → D0K− followed by the doubly Cabibbo suppressed D0 →
K+π−,

- color-suppressed B− → D
0
K− followed by the Cabibbo favored D

0 → K+π−.

The internal D0 and D
0
states are indistinguishable and we can only reconstruct

the final state [K+π−]DK
− and measure the direct CP - violating asymmetry. The

1We imply the charge conjugate state throughout this thesis, except in formulas and sentences where

both are mentioned explicitly.
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two virtual decay chains make up a single sample that in the following we will call

“suppressed” (sup) for brevity.

A similar decay, but less suppressed, is the B− → D(→ K−π+)K−, which is

produced by two decay chains:

- color-favored B− → D0K− followed by the Cabibbo favored D0 → K−π+,

- color-suppressed B− → D
0
K− followed by the doubly Cabibbo suppressed

D
0 → K−π+.

However the second possibility is doubly suppressed and its contribution is negligible

compared with the first.

The B− → D(→ K−π+)K− mode is clearly a source of background for the

suppressed mode B− → D(→ K+π−)K−, the only difference being the identity of

the decay products ofD: K−π+ in the first case and K+π− for the second2. However

its abundance can also be exploited as an advantage using the “favored” (fav) B− →
D(→ K−π+)K− mode to normalize the branching ratio of the suppressed signal.

Another background of the same kind comes from the favored B− → D(→
K−π+)π−. Again it can be used to normalize the suppressed B− → D(→ K+π−)π−

and to measure the ADS observables also for the pion mode (as explained in Sect. 1.5.1).

For these reasons we need to reconstruct the suppressed B− → Dh− modes

(where h = π or K), as well as the favored B− → Dh− modes through a general

selection of B candidates composed by a D plus a track.

Moreover the favored sample has the same topological features of the suppressed

and this allows us to perform a full data-driven analysis, taking the favored sample

as a model for the suppressed. In particular we will use the B− → D(→ K−π+)π−

signal for this purpose.

The most important kinematic observables describing these decays are (Fig. 3.1):

• The primary vertex PV is the space-point of the pp̄ collision, where a b-quark

pair is produced and quickly hadronizes to a B-hadron pair.

2With the symbol D we mean both D0 and D
0
, except in formulas and sentences where they are

mentioned explicitly.
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Figure 3.1: Schematic diagram of the B− → D(→ K−π+)π− decay channel. Some of the most

important kinematic observables are reported.

• The secondary vertex SV is the space-point where the long-lived particle

decays. Its displacement with respect to the primary vertex is defined as

~xv = ~βγct, where ~βγ = ~p/m is the ratio between the momentum and the mass

of the particle, which decays at a time t after its production. The mean value

of t is the mean time life τ of the particle. The large cτ of the B meson, about

491 µm, can be used to discriminate events from B mesons to background.

• The transverse decay length Lxy is the signed distance between the primary

and the secondary vertices projected onto the transverse momentum vector ~pT

of the decaying particle

Lxy ≡
~pT · ~xv
pT

The transverse displacement of the secondary vertex ~xv may be not collinear

with ~pT , the transverse decay length is usually preferred to it. This quantity

is typically positive for true long-lived decays, while fake secondary vertex can

have negative values or equal to its resolution.

• The impact parameter d0 is signed distance of the closest approach between

the flight path of a particle and the beam line in the transverse plane

d0 ≡
ẑ · (~pT ∧ ~xv)

pT

where the scalar product with the unit vector pointing toward the proton

direction ẑ determines its sign and the symbol ∧ indicates the vector product.
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The impact parameter is typically different from zero for products of long-lived

decays.

3.2 Reconstruction of the B− → Dh− sample

Data used for this analysis has been collected with the upgraded CDF II detector,

between April 2001 and July 2010 by the trigger path B CHARM. We used events

collected in runs where the following systems were declared good by the CDF Data

Quality Monitoring Group: SVX, COT, CLC and all the trigger levels. The final

sample corresponds to an integrated luminosity of 7 fb−1.

We begin the reconstruction of B candidates by requiring at least two SVT

tracks, matching the Medium-pT selection of the B_CHARM selection criteria, listed in

Section 2.9.3.

The events selected by the trigger are further discriminated, searching for a pair

of oppositely charged tracks, compatible with a two-body D decay. We require that

the invariant mass of the two tracks, obtained with the tracks momentum and with

a-priori assignment of the kaon and pion masses to them, is compatible with the

nominal D mass (∼ 1.865 GeV/c2), in the range [1.770, 1.970] GeV/c2.

The charmed candidate is then combined with an additional charged track in

the event with pT > 0.4 GeV/c, to form the B candidate in the secondary vertex.

Events with invariant mass in the interval [4.4,6.6] GeV/c2 are selected.

Both the D and the B candidate vertexes are obtained constraining the tracks to

belong to a common vertex. We used the CTVMFT algorithm [64], which determines

the decay vertex of the track minimizing the distance between the constrained ver-

tex and the original unconstrained one. The method takes into account also the

correlations of the tracks parameters evaluated at the distance of closest approach

to the z axis.

The parameters of the tracks are refit using the additional information on its posi-

tion and the reconstructed momentum of the B candidate is constrained to point

back to the primary pp interaction vertex. A constraint on the mass on the charmed

candidate mass is also applied, determining the momenta of the daughter tracks.
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We divided the events into two non-overlapping samples, according to the relative

charge of the B candidate with the decay product of the D that has been categorized

as the kaon. We classify events where the track from B has the same charge sign of

the kaon from D in the “favored” sample, and events where the track from B has

the same charge sign of the pion from D in the “suppressed” sample.

To ensure no overlap between the two samples, we veto the alternate mass con-

figuration, where the identity of the decay products of the D is swapped. In each

sample and for each event we evaluate the “correct”3 (called “Kπ”) and the “alter-

nate” (πK), where the D decay products mass assumption is swapped with respect

to the “correct” one. In Fig. 3.2 we can see the distribution of the invariant mass

of D candidate in the Kπ hypothesis vs πK hypothesis. We veto the intersecting

region where the πK mass is compatible with [1.8245, 1.9045] GeV/c2.

The remaining small amount of events with an incorrect identification of D decay

products is accounted as part of the inclusive background B− → D(→ X)π−, where

X are modes other than Kπ (see Sect. 4.2).

Since one of the observable to be measured is the ratio between suppressed and

favored events, an important feature of this analysis is to perform symmetric se-

lections on both samples, especially to avoid to correct for selection efficiency in

the final observables. For this reason the veto on the “swapped mass” of the D is

symmetrically performed on both samples, as well as the following cuts we are going

to describe. Indeed, the strict similarity between favored and suppressed signals is

a strong point of this analysis, that we are going to extensively exploit.

3.2.1 Basic requirements

The following baseline requirements are applied to both suppressed and favored

samples:

• transverse B decay length significance:
Lxy(B)

σLxy(B)
≥ 8;

• B decay length error: σLxy(B) ≤ 0.01;

3The term “correct” is used as a convention.
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3. Selection of the suppressed signals B− → D(→ K+π−)h−
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Figure 3.2: Invariant mass distribution of D candidate in the two Kπ vs πK (“swapped”) mass

assumption of the decay products of the D (suppressed sample).

• B impact parameter: |d0(B)| ≤ 0.008 cm;

• B transverse momentum: pT (B) ≥ 5 GeV/c2;

• D decay length measured with respect to the B decay vertex: Lxy(D)B ≥
−0.015 cm;

• ∆R =
√

∆φ2 +∆η2 between the track from B and the D: ∆R ≤ 2;

• Eta of the track from B: |η| ≤ 1.;

• Eta of the tracks from D: |η| ≤ 1.;

• transverse momentum of the track from B: pT ≥ 1 GeV/c2;

where the transverse B decay length significance is the ratio between the transverse

decay length and its error, ∆R is the distance in the η−φ space between the D and

the track from B.

Events where tracks from real B decays are incorrectly labeled as D decay prod-

ucts are a source of background. We veto the invariant mass formed by the track

from the B candidate and the oppositely charged track from the D candidate, re-

quiring it to be incompatible with the D meson mass, using the same range as
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3.2 Reconstruction of the B− → Dh−sample

the first veto ([1.8245, 1.9045] GeV/c2). The cut is symmetrically applied on both

samples.

A further suppression of this background is achieved by requiring that the trans-

verse distance between B and D decay vertex Lxy(D)B is greater than 100 µm. This

has the additional effect of reducing contamination from non-resonant three-body

decays of the type B+ → h+h−h+, in which all tracks come from a common decay

vertex, and where h indicates either K or π.

As can be seen in Fig. 3.3, three-body decays (red curve) have a smaller Lxy(D)B

than charmed B decays (black curve). From a MC study we verify that the efficiency

of the cut Lxy(D)B > 0.01 cm is to remove about 75% of background and about

20% of signal events.

Figure 3.3: Distribution of Lxy(D)B of a three body decay (red curve) and a charmed B decay

(black curve).

We also confirm the B_CHARM selection criteria using the off-line variables. This

ensure good agreement between Monte Carlo simulation and data, because it re-

moves particular background events from data that are not simulated in the Monte

Carlo. They are the so called “volunteers”, track pairs in which a track from a real

B decay is combined with a fake track, or in which a track from two real Bs are

combined.
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3. Selection of the suppressed signals B− → D(→ K+π−)h−

After these basic requirements, we build the invariant mass distributions of the

B candidates assuming the pion mass hypothesis to the track from B (Fig. 3.4). In

this way the B− → Dπ−peak appears in the correct mass (about 5.279 GeV/c2),

while the events from the B− → DK−are expected to cluster in smaller and wider

peak, located about 50 MeV/c2 below the B− → Dπ−. The favored and suppressed

invariant mass distributions, as obtained after these basic requirements, are shown

in the Fig. 3.4. We can clearly see the favored B− → Dπ−peak at the correct mass

range, while in the suppressed sample only the combinatorial background is visible,

that overcome the suppressed peaks. Therefore a crucial point of this analysis is

the background suppression, that can be achieved by an optimized criteria selection.

3.3 Optimized selection

The strategy is to use the favored B− → Dπ−signal as a model for the suppressed

one. It has the same topology of the suppressed signal and allows us to not to rely

on Monte Carlo simulation, but to directly use data for both signal and background

distributions.

For this reason we select the signal region between ±2σ around the B mass (5.243

GeV/c2 ≤ M(B) ≤ 5.315 GeV/c2), and, as background region, the mass window

5.4 GeV/c2 ≤ M(B) ≤ 5.8 GeV/c2, where only combinatorial background and no

physics background appears.

Since we take the distributions from data, in the signal range there are also

background events. To remove this events we perform the so called “sideband sub-

traction”. We fit the background window with an exponential function and we

evaluate the ratio of its integral in the background and signal regions. This ratio is

the scale factor to subtract the background observables from the signal observables.

We maximized the figure of merit
NS

a/2 +
√
NB

, where NS is the number of signal

events, NB the number of background events and a is the desirable sensitivity for the

signal observation, in unit of standard deviation σ. We used the value a = 3, so the

figure of merit assumed the expression:
NS

1.5 +
√
NB

. We can demonstrate [65] that
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Figure 3.4: Invariant mass distribution of B− → D(→ K−π+)h− (top) and B− → D(→
K+π−)h− (bottom) after applying the basic requirements.

through this quantity we can take the minimum amount of necessary data to see the

signal with that sensitivity, or to exclude it with the same sensitivity. This quantity

is also independent from the knowledge of the cross section of the phenomena, and

this make it suitable for any kind of experiment. It has also the advantage to not

diverge in the case of low background expectation.
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3. Selection of the suppressed signals B− → D(→ K+π−)h−

3.3.1 Additional variables used in the selection

We include the following variables in the optimization:

• D Mass: M(D);

• B decay length significance:
Lxy(B)

σLxy(B)

;

• B impact parameter: |d0(B)|;

• B tridimensional vertex quality: χ2
3D(B);

• ∆R between the track from B and the D;

• B Isolation (Cone of Radius 1): Isol1;

• B Isolation (Cone of Radius 0.4): Isol0.4;

• B pointing angle: α(B);

• D decay angle: cos θ∗D;

• Difference of kaoness: κ(KD)− κ(πD).

The isolation represents an estimator of the fraction of transverse momentum

carried by the B meson. B hadrons tend to carry a larger fraction of transverse

momentum with respect to lighter hadrons and background [66]. The isolation

variable is defined as:

IsolR =
pT (B)

pT (B) +
∑R

i 6=fB
pT (i)

where the sum runs over all tracks inside a cone of radius R around the direction of

the B hadron momentum, in the η − φ space, excluding the decay products of the

B hadron itself.

The Pointing Angle α is defined as the angle between the 3-dimensional momen-

tum of B and the 3-dimensional decay lenght. Signal events will have small pointing

angles, while background events will have bigger angles.

The decay angle θ∗D is defined as the angle between the D and the flight direction

of B in the center of mass frame of the B. We use the cos θ∗D in the optimization

procedure (see Fig. 3.7).
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3.3 Optimized selection

The variable κ(i), called kaoness, is defined as κ(i) =
dE/dxmeas(i)− dE/dxexp(π)

dE/dxexp(K)− dE/dxexp(π)
,

where i = K, π from D. More details are given in Sect. 3.3.4.

3.3.2 The separation power

For each distribution we evaluate the separation power s.

The conventional way to quote a separation between distributions is to provide an

estimate of the distance between the centers of the distributions in units of their

standard deviations. However the meaningfulness of this estimation degrades as the

distributions deviate from the Gaussian shape. In presence of long tails or strongly

asymmetric distributions, the separation estimated with this approach is not of much

use.

We use a definition independent on the shape of the distribution, that allows to

quickly evaluate the expected resolution on extracting the fractions of events in each

category before performing any fit.

The separation between two classes of events is defined [67] as the relative preci-

sion with respect to the ideal case s = σbest
f /σf , where σ

best
f =

[√

N/f(1− f)
]−1

and

σf is given by the Minimum Variance Bound, σf =

√

1/N

[∫
(P1(x)−P2(x))

2

fP1(x) + (1− f)P2(x)
dx

]−1

,

where P1(2)(x) is the probability of the probability distribution of the event x of class

1(2). The separation power is therefore defined as:

s = σbest
f /σf =

√

f(1− f)

∫
(P1(x)−P2(x))2

fP1(x) + (1− f)P2(x)
dx.

This quantity is independent of the sample size, but depends on the true values

of fractions as it generally happens for resolutions. It ranges from zero for no sepa-

ration, i.e. completely overlapping distributions, to one for the maximum achievable

separation.

Figs. 3.5, 3.6 and 3.7 show the distributions of the variables listed above with the

corresponding separation power for signal, sideband subtracted, and background (in

red and black colors respectively).
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Figure 3.5: From left to right we have the distribution of variables D invariant mass,
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3.3.3 Study on the isolation

We studied the distribution of the isolation at various radii, from R = 0.3 to R =

1.3, for signal and background events. In Figs. 3.9 and 3.10 the corresponding

distributions are reported (in black for the signal and red for the background) with

the separation power for each radius.
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Figure 3.8: From left to right we have the distribution of variables ∆R , Isol1, Isol0.4, α(B),

cos θ∗D and κ(KD)− κ(πD) in the signal region (in black) and in the background region (in red).
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Figure 3.9: From left to right we have the distribution of variables ∆R , Isol1, Isol0.4, α(B),

cos θ∗D and κ(KD)− κ(πD) in the signal region (in black) and in the background region (in red).

A dedicated study has been made to verify a possible improvement of the selec-

tion combining several isolation observables.

First of all we combined two single isolations in a statistics called pseudo Likelihood-

ratio, pRL. The pLR combines the information of the interesting variables with the

product of the Likelihood ratio LR of the single variables, and does not consider the

correlations among them. pRL and LR coincide in case of uncorrelated variables.
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Figure 3.10: From left to right we have the distribution of variables ∆R , Isol1, Isol0.4, α(B),

cos θ∗D and κ(KD)− κ(πD) in the signal region (in black) and in the background region (in red).

If we have a multi-dimensional event ~x = (x1, . . . , xn), where the coordinates

are the values of the variables characterizing the event, and supposing to have two

hypothesis H0 and H1, for which the event ~x is distributed with a probability density

function, pdf , respectively f0(~x) and f1(~x), the LR is defined as the ratio between

the two pdfs: LR = f0(~x)
f1(~x)

. In the hypothesis of independent variables we can write
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3. Selection of the suppressed signals B− → D(→ K+π−)h−

the pLR as the product of the pdfs:

pLR =
∏

i

f0(~x)

f1(~x)
,

where the index i runs over the variables xi characterizing the events.

In our case H0 corresponds to the “signal” hypothesis and H1 corresponds to the

“background” hypothesis. The expression is better written using the logarithm of

the pLR, for which only sums are involved, rather than products.

pLR = log
∏

i

pdfsignal(xi)

pdfbackground(xi)
=
∑

i

log(pdfsignal(xi))−
∑

i

log(pdfbackground(xi)) .

�

�

�

�3.1

The LR allows to compare the likelihood of an event to be identified as signal with

the likelihood of being identified as background. Higher values of LR correspond to

higher probabilities to have a signal event, while lower values of LR correspond to

higher probabilities to have a background event.

The isolation variables are strongly correlated to each other, but those based

on very different radii can potentially provide independent information. We select

for example the isolations at radii R = 0.4 and R = 1. To make things easier, we

perform an initial change of variables to reduce their correlation:






Isol1 → 1/Isol1

Isol0.4 → 1/Isol0.4 − 1/Isol1

The initial variables have a correlation factor4 of 0.69 for the signal and 0.57 for the

background, while the new variables have a correlation of 0.47 and 0.15 respectively.

We parameterize their distributions with some polynomial functions, and we evalu-

ate the pLR and their separations. Starting from a separation of 1/Isol0.4 of 0.54

and 1/Isol0.4 − 1/Isol1 of 0.56, the separation of the pLR is 0.62. It has therefore

a better separation than the two single variables. But unfortunately it has a worse

separation than the Isol1 alone (0.65). This suggests that there is no easy way to

obtain a large improvement in separation by combining different isolation variables,

at least not without paying close attention to model their correlations.

4The correlation factor is the ratio between the covariance of two variables and the product of their

standard deviations.
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Another study has been done, trying to include the information of all the isola-

tions in a multivariate technique. In particular we used the MultiLayer Perceptrons

network (MLP). The perceptrons are the simple neurons of the network, which com-

pute a single output from multiple real-valued inputs by forming a linear combination

of the weights and then possibly putting the output through some nonlinear activa-

tion function. A typical MLP network consists of a set of source nodes forming the

input layer, one or more hidden layers of computation nodes, and an output layer

of nodes. The input signal propagates through the network layer-by-layer. MLP

networks are typically used in supervised learning problems. This means that there

is a training set of input-output pairs and the network must learn to model the

dependency between them. The training here means adapting all the weights and

biases to their optimal values for the given pairs. The supervised learning problem of

the MLP can be solved with the back-propagation algorithm. The algorithm consists

of two steps. In the forward pass, the predicted outputs corresponding to the given

inputs are evaluated. In the backward pass, partial derivatives of the cost function

with respect to the different parameters are propagated back through the network.

The final result [68] shows no significant improvements if considering the MLP

output rather then the single isolations: the separation is still close to the value of

the isolation at R = 1.

Finally we empirically tried to use two of them in a rectangular optimization of

the cuts. When using only one of them, the Isol1, we obtain a signal over background

ratio in the suppressed sample of about 0.22. Using Isol1 and Isol0.4 we improve

that value to 0.25. Using both of them we reduce the background events of about

25%, while the signal events of about 12%. For these reasons we decide to use both

Isol1 and Isol0.4 in the selection.

3.3.4 Study on the kaoness

It is known that the separation of residual 5 dE/dx information of kaons and pions

with momenta greater than 2 GeV/c is about 1.5 σ [36]. The distributions are

5The residual is defined as the difference of the measured dE/dx of the track and the expected value,

dE/dxmeas− dE/dxexp
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3. Selection of the suppressed signals B− → D(→ K+π−)h−

reported in Fig. 3.11.

Figure 3.11: Residual of dE/dx measurement for kaons and pions with momentum greater than

2 GeV/c. The separation is about 1.5 σ.

To combine the information of the energy loss in the kaoness variable (see

Sect. 3.3.1) has several advantages. In particular it is at the first order momen-

tum independent and it has the feature to have the mean value equal to 0 in case

of pions and equal to 1 in case of kaons. In Fig. 3.12 we can see the distributions

of the kaoness of kaons (pions) from D calculated for signal and background events.

The separation is about 0.32 (0.23). The distributions are taken using tracks with

momentum greater than 2 GeV/c. When using also momentum lower than 2 GeV/c

we obtain the distributions in Fig. 3.13 where the separations are respectively 0.27

and 0.20. The use of tracks with momentum lower than 2 GeV/c reduce the per-

formances of the separation, because the dE/dx calibrations are not optimized for

those tracks. However the addition of those tracks still improve the overall power of

the sample.

Another possibility that we have is to use the difference of the two kaoness

∆κ = κ(KD) − κ(πD). This variable is shown in Fig. 3.14 and has a separation of

0.30 to discriminate signal from background.

To choose whether it is better to use the two kaoness or the combination in the

subtraction, we do the optimization in both cases. Using the two singles, we find
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Figure 3.12: Kaoness of kaons (left) and pions (right), with momentum greater than 2 GeV/c,

from D calculated for signal (black) and background (red) events. The separation is 0.32 and 0.23,

respectively.
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Figure 3.13: Kaoness of kaons (left) and pions (right) from D calculated for signal (black) and

background (red) events. The separation is 0.27 and 0.20, respectively.

a signal over background ratio of about 0.30, while using the subtraction we find

a ratio of about 0.40. Moreover the background is reduced of about 15%, while

the signal is increased of about 12%. For these reasons we use the difference of the

kaoness in the final selection.
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3. Selection of the suppressed signals B− → D(→ K+π−)h−
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Figure 3.14: Difference of kaoness of kaon and pion from D. In black the signal events and in red

the background events. The separation is 0.30.
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3.3 Optimized selection

3.3.5 Optimized criteria

The final selection criteria that maximize the figure of merit is the following:

• D mass: M(D) ≤ 1.8645 + 1.5× 0.01 and M(D) ≤ 1.8645− 1.5× 0.01;

• B decay length significance:
Lxy(B)

σLxy(B)

≥ 12;

• B impact parameter: |d0(B)| ≤ 0.005 cm;

• B tridimensional vertex quality: χ3D ≤ 13;

• ∆R =
√

∆φ2 +∆η2 between the track from B and the D: ∆R ≤ 1.5;

• B Isolation (Cone 1): Isol1 ≥ 0.4;

• B Isolation (Cone 0.4): Isol0.4 ≥ 0.7;

• B pointing angle: α(B) ≤ 0.15;

• D decay angle: | cos(θ∗D)| ≤ 0.6;

• Difference ∆(κ(KD)− κ(πD)) ≥ −1.

The resulting invariant mass distributions of B− → D(→ K−π+)h− (fav) and

B− → D(→ K+π−)h− (sup), with pion mass assignment to the track from B, were

reported in Fig. 3.15.

As in the distribution before the optimized selection (Fig. 3.4), the favored B− →
Dπ− signal can be clearly seen at the correct B mass value. But moreover now

the combinatorial background (right sideband) is significantly reduced and in the

left sideband, around the value of 5.23 GeV/c2, an hint of B− → DK− signal is

visible. Going on lower values of the mass we expect to see decays coming from

the so called “partially reconstructed” decays of the type B− → D0∗X−, where the

D0∗ → D0π0/γ and the neutral particle is lost in the reconstruction.

In the suppressed sample is now visible a signal structure in the corresponding

signal region. For lower values of the mass we expect again partially reconstructed

events, even if they don’t show the same structure as of the favored sample. The

combinatorial level is now about 1/3 of the signal level.
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3. Selection of the suppressed signals B− → D(→ K+π−)h−
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Figure 3.15: Invariant mass distribution of B− → D(→ K−π+)π− (top) and B− → D(→
K+π−)π− (bottom), with a nominal pion assignment to the charged track from the B meson

decay, after optimized selection.

To know the exact composition of the physical backgrounds in the two samples

we need to look at the Monte Carlo (MC) simulation, that models both the pro-
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3.3 Optimized selection

duction process of a B decay and its interaction with the detector material. The

same selection criteria of the analysis is applied to MC samples and the relative

contributions to the yields are extracted from a fit.

Details about these procedures are given in the next chapter.
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4
Simultaneous fit of B− → DK− and

B− → Dπ− modes

In this chapter we will describe which are the backgrounds of our favored and sup-

pressed samples and the implementation of an extended maximum Likelihood fit that,

combining the mass and particle identification information, provides the statistical

separation of the B− → Dh−modes from the backgrounds. The fit is simultaneously

applied to both samples.

4.1 Monte Carlo simulation

To find which are the background contributions to our sample, we simulate events

though Monte Carlo techniques, simulating the generation, the particle decay and

the interaction of the particle in the detector material (see Sect. 2.10).

For the signal we generate Monte Carlo sample of B− → Dh− decays includ-

ing also the effect of QED radiation in the final state with the loss of energy from

soft photon emission from charged final state particles. Since the precision on mea-

surement involving B and D mesons is increased in the recent years, Monte Carlo

simulation has to account also for the effects for emission of soft photons in processes

with charged particles [69], which are of the order of per-cent.

This effect is well modeled in Monte Carlo through PHOTOS [70, 71], an algo-
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4. Simultaneous fit of B− → DK− and B− → Dπ− modes

rithm that includes leading and next to leading order calculations of the QED effects

of the soft-photon radiation. This allow to have a precise model of the mass shape

of the decays, at a level of 0.01%.

Since we observe a discrepancy between the pT (B) distributions of the simulated

B candidates and of B candidates reconstructed on real data (Fig. 4.1), we re-

weighted the distributions with a weight function given by the ratio of pT (B) from

data and MC.

To do this we selected the signal region in a window of ±2σ around the B peak, side-

band subtracted. For the sideband subtraction we used the same strategy described

in Sect. 3.3. The ratio of pT (B) data/MC is fitted with the complementary “error”

function1 plus a first degree polynomial (see Fig. 4.2) and it is used to re-weight

the pT (B) distribution of the simulated events accordingly. The agreement between

MC and data after the reweighting is now satisfactory (Figs. 4.3-4.8). In all the

Figs. we show data as points with error bars and MC as lines.
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Figure 4.1: Data (points) - simulation (line) comparison of the pT (B) distribution. Left plot:

pT (B) distributions before the re-weighting. Right plot: pT (B) distributions after the re-weighting.

1The complementary error function is defined as erfc(x) = 1− erf (x) = 2√
π

∫ +∞
x

e−t2dt.
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4.1 Monte Carlo simulation
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Figure 4.2: Distribution of the ratio data(points)/MC(line) fitted with a complementary error

function plus a first degree polynomial.

Figure 4.3: Top: D decay lenght measured with respect to the B deacy vertex. Middle: B decay

lenght. Bottom: D decay lenght. The line is from the MC, points are data.
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4. Simultaneous fit of B− → DK− and B− → Dπ− modes

Figure 4.4: Top: φ angle of B. Middle: φ angle of D. Bottom: φ angle of the pion from B. The

line is from the MC, points are data.

Figure 4.5: Top: B impact parameter. Middle: D impact parameter. Bottom: Impact parameter

of the pion from B. The line is from the MC, points are data.
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4.1 Monte Carlo simulation

Figure 4.6: Top: pT (B). Middle: pT (D). Bottom: pT (pion from B). The line is from the MC,

points are data.

Figure 4.7: Top: η angle of B. Middle: η angle of D. Bottom: η angle of the pion from B. The

line is from the MC, points are data.
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4. Simultaneous fit of B− → DK− and B− → Dπ− modes

Figure 4.8: Left: tridimensional χ2. Right: ∆R =
√

∆φ2 +∆η2 between the D the track from

B. The line is from the MC, points are data.
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4.1 Monte Carlo simulation

4.1.1 Background study for the favored sample

For the favored sample we use a generic sample of 6000000 B− decays, with the

request that D0 → K−π+. The events are reconstructed with the pion assignment

to the track from B (Fig. 4.9).

Figure 4.9: Monte Carlo simulated events of generic favored B− decays.

The global distribution is very similar to the one obtained on data (Fig. 3.15),

and we can see the contribution coming from the B− → Dπ− and B− → DK−

signals, as well as the partially reconstructed decays on the left.

We note that if we choose as lower limit 5.17 GeV/c2 we can take into account

only the B− → D∗π−, without considering the other partially reconstructed decays.

As higher limit we choose the value 6.5 GeV/c2 to include more combinatorial back-

ground events in the right tail of the mass distribution. This is necessary because,

after the optimized selection, the level of the combinatorial background is very low

and we need to have a major lever to fit in the right way the slope and its normal-

ization.
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4. Simultaneous fit of B− → DK− and B− → Dπ− modes

4.2 Background study for the suppressed sample

There are several physics backgrounds entering in the suppressed reconstruction.

We will consider each category separately.

4.2.1 B− → D(→ X)π−

The favored mode itself is an important source of background for the suppressed

mode. We checked from MC that favored events in which the D radiate a photon in

the final state, if reconstructed as suppressed, can escape the veto on the swapped

mass (see Sect. 3.2.1). We estimate the fraction of these events, with respect to

the favored B− → Dπ−, to be about 1.4 · 10−3. Since the expected suppressed

B− → Dπ− branching fraction with respect to the favored is about 3.5 · 10−3 the

contribution of this background is significant.

We find that many other decays behave as background for the suppresed, of

the same type of B− → Dπ−, with D → π−µ+νµ, D → K−π+π0, D → ρ−π+,

D0 → ρ+π−.

We decide to treat all those decays together as a single background component,

generating a MC sample of B− → Dπ− with D → X , where X are mode other

than K+π−, with relative branching ratios (BR) as given by official tables of the

B-group [72]. Considering all backgrounds together has the advantage to increase

the resolution in the final fit, since we fit only the global normalization, while all

contributions are each other fixed to the relative BRs.

We evaluate the background fraction with respect to the favored B− → Dπ− to

be about 5.1 · 10−3. Expecting to have about 19000 favored B− → Dπ− events, this

fraction corresponds to about 100 events in the mass fit window of the suppressed

sample.

4.2.2 B− → D(→ X)K−

As in the previous case, we generate a MC sample of B− → D(→ X)K− with

relative D BRs as described in [72]. Also in this case X are mode other than

K+π−. We evaluate the fraction of this background with respect to the favored
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4.2 Background study for the suppressed sample

B− → DK− mode to be about 2.3 · 10−3, which corresponds to about 5 events in

the suppressed mass fit window.

4.2.3 B− → D
0(∗)
CP

h− with D0 → K+K−, π+π−

We verified using MC samples that none of B− → D
0(∗)
CP h

− modes, whereD0(∗) can be

D0 or D0∗, reconstructed as suppressed events, pass the selection of the suppressed

sample. In case of D → KK events, being reconstructed as Kπ, they go outside

the selected D mass window, as can be seen in Fig. 4.10. For the D → ππ modes

the only possibly contribution comes from the B− → D(→ π+π−)K−, but, after all

the cuts and normalizing for the BR, it is negligible.
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Figure 4.10: Invariant mass of simulatedD → KK events from B−, reconstructed in the D → Kπ

mass hypothesis. The lines delimit the region selected in our analysis. The D → KK events are

outside that region.

4.2.4 Backgrounds from B− to three-body decays

The only two 3-body decays that can affect our measurement are B− → K+π−K−,

peaking in the B− → DK− mass region, and B− → K+π−π−, peaking in the

B− → Dπ− mass region.
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4. Simultaneous fit of B− → DK− and B− → Dπ− modes

The first is strongly suppressed by the cut on Lxy(D)B. The second one has a

fraction of events with respect to favored B− → Dπ− events of about 5.5 · 10−4,

which corresponds to about 11 events in the mass fit window and it will be included

as an additional component in the fit.

4.2.5 B0 → D
∗−

0 ℓ+νℓ

In the decay B0 → D∗−
0 ℓ+νℓ, the D

∗−
0 → D0π−, with D0 → K+π−, ignoring the

lepton, the final state is [K+π−]π−, mimicking the suppressed mode. We generate

MC samples of B0 → D∗−
0 ℓ+νℓ and evaluate the fraction with respect to the favored

B− → Dπ− as about 2.4 · 10−4, corresponding to about 5 events in the suppressed

mass window.

4.2.6 Other decays

We generate MC samples of Bs → D−
s π

+, with D−
s → X , B0 → D−π+, with

D− → X , B− → D0ρ− with D0 → K−π+, B− → D0µ−νµ with D0 → K−π+,

B− → D0e−νe with D
0 → K−π+, B− → D∗0K− with D0 → K−π+, B− → D∗0µ−νµ

with D0 → K−π+, B− → K+π−K− and we find that none of them gives a signifi-

cant contribution to the suppressed sample.

In conclusion, the four backgrounds that we are going to explicitly consider for

the suppressed sample are: B− → D(→ X)π−, B− → D(→ X)K−, B− → K−π+π−

and B0 → D∗−
0 ℓ+νℓ.

They will be included in a maximum likelihood fit with a Gaussian constraint

on their fractions. The mean value of the constraint is the fraction value, while as

sigma is taken the sum in quadrature of the error propagated from the BRs coming

from PDG, and the relative error coming from the MC statistics. In this way we

incorporate the MC statistical uncertainty within the final statistical uncertainty of

the result.

• Nexpected(B → D0π, D0 → X/B → D0π) = 100

Sigma in the constraint = 3% (PDG) + 5.9% (coming from 290 reconstructed

events in the final state) = 6.5%.
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4.3 Maximum Likelihood fit

• Nexpected(B → D0K, D0 → X) = 5

Sigma in the constraint = 9% (PDG) + 22% (coming from 20 reconstructed

events in the final state) = 24%.

• Nexpected(B → K−π+π−) = 11

Sigma in the constraint = 6.6% (PDG) + 5.5% (coming from 333 reconstructed

events in the final state) = 8.6%.

• Nexpected(B
0 → D∗−

0 ℓ+νℓ) = 5

Sigma in the constraint = 40% (PDG) + 14% (coming from 54 reconstructed

events in the final state) = 42%.

4.3 Maximum Likelihood fit

To separate the signal and background contributions and give an estimate of their

yields we are going to perform a maximum likelihood fit.

A maximum likelihood fit [73] is a technique to estimate the value of some un-

known parameters ~θ = (θ1, . . . , θm), given a finite sample of data. Suppose to

measure n times the random variable X2, with pdf f(X, ~θ). The probability that

a measurement will give the measured values (x1, x2, . . . , xn) is given by the joint

probability, the product of all pdfs. If the pdf and the parameter values are correct,

we expect to have higher value of that probability for the measured data, while lower

value in case of incorrect parameter values.

The likelihood function is defined as:

L =
n∏

i=1

f(xi|~θ).
�

�

�

�4.1

It has the same analytical expression of the joint probability with the difference

that xi are not the random variables X , but the values assumed by X in a specific

measurement. The likelihood function is therefore only a function of the unknown

parameters θ, while xi are treated as fixed.

2If the outcome of an observation is characterized by several quantities, X can be a multi-dimensional

variable.
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4. Simultaneous fit of B− → DK− and B− → Dπ− modes

In this way we can define the maximum likelihood (ML) estimators those which

maximize the parameters θ1, . . . , θm, that are solutions of the equations:

∂L
∂θi

= 0, i = 1, . . . , m.

This formalism is valid when the maximum is not at the boundary of the parameter

range. When more than one local minimum exists, the highest one is taken. A

convenient computational choice is rather to minimize the function −2 logL. In this

analysis we use as minimization tool the MINUIT package [74, 75] 3.

There are several advantages to use the ML method: it is suitable for unbinned

distributions and moreover the estimators are asymptotically normal, efficient 4,

invariant 5 and sufficient6.

In the cases when the pdf is given by the sum of various components (take

for example the case of a sample given by the sum of a signal and a background

components) and θj are the relative contribution of each component, f(xi|θ) can be

written as:

f(xi|θ) =
m∑

j=1

θjfj(xi),
�

�

�

�4.2

where j runs over the number of contributions in the data. Every pdf fj(xi) has to

be known, and θj are constrained to have the total sum equal to one. We can write

one of the parameter as a function of the other, as θm = 1−∑m−1
i=1 θi, reducing the

degree of freedom to m− 1.

Moreover the likelihood function L is written as the product of the single-event

likelihood Li, over the total number of events N of the sample:

L(~θ) =
N∏

i=1

Li(~θ).
�

�

�

�4.3

3
The MINUIT package is composed by algorithms that vary the parameters θ until the convergence of

the likelihood function and of the right covariance matrix is reached.
4An efficient estimator has minimum variance.
5If θ̂ is an invariant estimator of θ, then g(θ̂) is an estimator of g(θ).
6A sufficient estimator is defined in a unique way without other information.
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4.3 Maximum Likelihood fit

4.3.1 The extended likelihood fit

There are cases where the total number n of observation is treated as a random vari-

able, distributed with a Poisson function, with mean value ν. It generally happens

when the outcomes of an experiment are the number n itself and the measured values

x1, . . . , xn. The likelihood function will be the product of the Poisson probability to

find n and the likelihood function of eq. (4.1).

L(ν, ~θ) = νn

n!
e−ν

n∏

i=1

f(xi|~θ) =
e−ν

n!

n∏

i=1

νf(xi|~θ)
�

�

�

�4.4

This is the general expression of the extended likelihood function.

Consider the case of this analysis, where we want to measure the relative fractions

and the number of events of the decays in our data-sample . Note that the results of

an extended and the corresponding not extended fit are the same, the only change

is in the error values. In fact to use an extended fit allows to take into account the

correlations among the total number and the fractions and to propagate the errors

on the yields in the correct way.

From eq ( 4.4), taking the logarithm and dropping for terms not depending on

the parameters, we obtain:

logL(ν, ~θ) = −ν +
n∑

i=1

log

(
m∑

j=1

νθjfj(xi)

)

,

and defining µi = θiν as the expected number of events of type i, the log-likelihood

function can be written as a function of the m parameters µ = (µ1, . . . , µm):

logL(µ) = −
m∑

j=1

µi +

n∑

i=1

log

(
m∑

j=1

µjfj(xi)

)

.
�

�

�

�4.5

Our sample is divided into four sub-sample,s corresponding to the favored, sup-

pressed, positive and negative charges, each of them having their total number of

events ~n = {n1, n2, n3, n4}, with sum ntot. The extended likelihood function will

therefore be the product of a Poisson and a multinomial distribution. The first

gives the probability of having ntot total events, the second gives the probability

of distributing the ntot observations into four sub-sample. Of course the same de-

scription is valid in a general case of N sub-sample, as well as in the case of binned

histograms.
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4. Simultaneous fit of B− → DK− and B− → Dπ− modes

The joint probability is therefore:

f(~n, ~ν) =
νntot
tot e

−νtot

ntot!

ntot!

n1! . . . n4!

(
ν1
νtot

)n1

. . .

(
ν4
νtot

)n4

where ~ν are the expected mean value of the ~n, νtot =
∑4

i=1 νi and ntot =
∑4

i=1 ni.

This expression can be simplified in:

f(~n, ~ν) =
4∏

i=1

νni

i

ni!
e−νi,

�

�

�

�4.6

which is equivalent to treat the number of events of each sub-sample as an indepen-

dent Poisson random variable ni with mean value νi.

The log-likelihood function becomes:

logL(νtot|~θ) = −νtot +
4∑

i=1

ni log νi(νtot|~θ).
�

�

�

�4.7

We are going to use this expression in the fit.

4.4 Likelihood anatomy

We perform the fit simultaneously on favored (fav) and suppressed (sup) samples.

The expression of the extended Likelihood function is:

L = Pfav+ · Lfav+ · Pfav− · Lfav− · Psup+ · Lsup+ · Psup− · Lsup−,
�

�

�

�4.8

where Pi is the Poisson distribution of the single component (as discussed in Sect. 4.3.1),

defined as:

Pi =
µNi

Ni!
e−µ.

�

�

�

�4.9

The individual components of the likelihood are defined as in the following. We

are using the convention to divide the components into “signal” and “background”,

with (1 − bi) and bi the respective fractions. For convenience we write the pdf of

the B− → D∗π− in the “signal” part because we verified from MC that this fraction

remains constant in both samples.

The pdfs are written as functions of the mass (M) and of the particle identifica-

tion variable κ. More detail will be given in the next sections.
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4.4 Likelihood anatomy

Lfav+ =

N fav+
TOT∏

i

[
(1− bfav+) ·

(
f fav+
π · pdfπ(M,κ) + c+ · f fav+

π · pdfD∗(M,κ)+

+
(
1− f fav+

π − c+ · f fav+
π

)
· pdfK(M,κ)

)
+ bfav+ · pdfcomb(M,κ)

]

Lfav− =

N fav−
TOT∏

i

[
(1− bfav−) ·

(
f fav−
π · pdfπ(M,κ) + c− · f fav−

π · pdfD∗(M,κ)+

+
(
1− f fav−

π − c− · f fav−
π

)
· pdfK(M,κ)

)
+ bfav− · pdfcomb(M,κ)

]

Lsup+ =

Nsup+
TOT∏

i

[
(1− bsup+) ·

(
f sup+
π · pdfπ(M,κ) + c+ · f sup+

π · pdfD∗(M,κ)+

+
(
1− f sup+

π − c+ · f sup+
π

)
· pdfK(M,κ)

)
+

+bsup+ ·
(

f+
[X]π · pdf[X]π(M,κ) + f+

[X]K · pdf[X]K + f+
Kππ · pdfKππ(M,κ)+

f+
B0 · pdfB0(M,κ) + (1− f+

[X]π − f+
[X]K − f+

Kππ − f+
B0) · pdfcomb(M,κ)

)]

Lsup− =

Nsup−
TOT∏

i

[
(1− bsup−) ·

(
f sup−
π · pdfπ(M,κ) + c− · f sup−

π · pdfD∗(M,κ)+

+
(
1− f sup−

π − c− · f sup−
π

)
· pdfK(M,κ)

)
+

+bsup− ·
(

f−
[X]π · pdf[X]π(M,κ) + f−

[X]K · pdf[X]K + f−
Kππ · pdfKππ(M,κ)+

f−
B0 · pdfB0(M,κ) + (1− f−

[X]π − f−
[X]K − f−

Kππ − f−
B0) · pdfcomb(M,κ)

)]

The parameters bfav+, bfav−, bsup+ and bsup− are the fractions of the background

for each mode and charge. In the favored likelihood we consider only the combina-

torial background, for which we use a single pdfcomb for both positive and negative

charges. For the suppressed we are considering the combinatorial (with the same

pdf of the favored sample) and the physical backgrounds B → Kππ in three-body

decay (of which the fraction is f±
Kππ and pdfKππ), B

− → D(→ X)π− (of which the

fraction is f±
[X]π and pdf[X]π), B

− → D(→ X)K− (of which the fraction is f±
[X]K and

pdf[X]K), and B
0 → D∗−

0 l+νl (of which the fraction is f±
B0 and pdfB0).
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4. Simultaneous fit of B− → DK− and B− → Dπ− modes

For the signals, f fav ,sup,±
π is the fraction of B− → Dπ− for favored, suppressed,

positive and negative charges, c± is one of the common parameter of favored and

suppressed likelihoods and corresponds to the ratio of the B− → D∗π− over B− →
Dπ−. The simultaneous fit allows us to take advantage of the favored channel with

more statistics to constrain the common parameter c in a consistent way.

The fraction of B− → DK− is written as (1− fπ − c · fπ), so it is not explicitly

fitted, but it is calculated from the fraction of B− → Dπ− and B− → D∗0π−. This

is fine for the fit itself, but makes the calculation of the suppressed B− → DK−

significance, where that fraction has to be fixed to zero, hard to converge to realistic

values. For this reason we decided to apply this change of variables in the suppressed

part of the likelihood:

1− f sup
π − c · f sup

π = f sup
K

f sup
π = 1− f sup

K − c · f sup
π ,

where the latter expression can be simplified in: f sup
π = (1− f sup

K )/(1 + c).

In this way the formal expressions of the suppressed likelihood are:

Lsup+ =

Nsup+
TOT∏

i

[
(1− bsup+) ·

(
(1− f sup+

K )/(1 + c+) · pdfπ(M,κ)+

+c+f sup+
π · pdfD∗(M,κ) + f sup+

K · pdfK(M,κ)
)
+

+bsup+ ·
(

f+
[X]π · pdf[X]π(M,κ) + f+

[X]K · pdf[X]K + f+
Kππ · pdfKππ(M,κ)+

f+
B0 · pdfB0(M,κ) + (1− f+

[X]π − f+
[X]K − f+

Kππ − f+
B0) · pdfcomb(M,κ)

)]

Lsup− =

Nsup−
TOT∏

i

[
(1− bsup−) ·

(
(1− f sup−

K )/(1 + c−) · pdfπ(M,κ)+

+c−f sup−
π · pdfD∗(M,κ) + f sup−

K · pdfK(M,κ)
)
+

+bsup− ·
(

f−
[X]π · pdf[X]π(M,κ) + f−

[X]K · pdf[X]K + f−
Kππ · pdfKππ(M,κ)+

f−
B0 · pdfB0(M,κ) + (1− f−

[X]π − f−
[X]K − f−

Kππ − f−
B0) · pdfcomb(M,κ)

)]

The likelihood function is the same as before, so it will give the same result as

before, and, as a cross-check, we verified that all yields and observable results are
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4.5 Mass templates

the same. The advantage is now that the fraction of B− → DK− can be directly

fixed to zero allowing an easier calculation of the significance. This has been chosen

as the final fit configuration.

As already explained, the pdfs are functions of the mass M , reconstructed in the

(Kπ)π hypothesis and of Particle Identification (PID) through the kaoness variable

κ applied to the track from B. Each pdf characterizes a different decay, but they

are common for favored and suppressed likelihoods.

In the next sections we will consider piece by piece all pdfs, and describe the

parameterizations used for mass and PID variables.

4.5 Mass templates

4.5.1 Signal mass template

Monte Carlo samples of B− → Dπ− and B− → DK− have been generated including

the effect of radiations in the final state (see Sect. 2.10).

The mass line shape is parameterized using the following asymmetric pdf:

pdf(m; ~θ) = ffsr ·
(

1

norm
· ebfsr ·(m−(mu+∆)) · erfc(cfsr · (m− (mu+∆)))

)

+ (1− ffsr) ·
(

f1
1

σ1 · s ·
√
2π
e
− 1

2

(
m−(mu+∆)

σ1·s

)2

+ f2
1

σ2 · s ·
√
2π
e
− 1

2

(
m−(mu+∆)

σ2·s

)2

+ f3
1

σ3 ·
√
2π
e
− 1

2

(
m−(mu+∆)

σ3

)2)
�

�

�

�4.10

where ffsr is the contribution of the radiative tail fraction. f1, f2, f3 and σ1, σ2, σ3

are respectively the fractions and the widths of the three gaussians (f1+f2+f3 = 1).

∆ is a mass scale parameter that is left free to be determined by the fit. We also

introduced a free scale parameter s in the likelihood fit, that multiplies the width

of the three gaussians, to account for differences between data and MC. Fig. 4.11

show the invariant mass distribution of the simulated B− → Dπ− events, while Fig.

4.12 show the invariant mass distribution of the simulated B− → DK− events, both

with the superimposition of the fit function (4.10).
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4. Simultaneous fit of B− → DK− and B− → Dπ− modes

 / ndf 2χ  175.1 / 82

Prob   1.035e-08

Norm      1.8± 658.1 

Frac Tail  0.00121± 0.03236 

Frac G1   0.0657± 0.5024 

Frac G2   0.00349± 0.02248 

Mass      0.000± 5.277 

sg1       0.0004± 0.0131 

sg2       0.00265± 0.04919 

sg3       0.00060± 0.01958 

b         0.421± 9.108 

c         14.24± 40.98 

)2Mass (GeV/c
4.8 5.0 5.2 5.4 5.6 5.8

F
re

qu
en

cy
 p

er
 0

.0
05

1

10

210

310

410

 / ndf 2χ  175.1 / 82

Prob   1.035e-08

Norm      1.8± 658.1 

Frac Tail  0.00121± 0.03236 

Frac G1   0.0657± 0.5024 

Frac G2   0.00349± 0.02248 

Mass      0.000± 5.277 

sg1       0.0004± 0.0131 

sg2       0.00265± 0.04919 

sg3       0.00060± 0.01958 

b         0.421± 9.108 

c         14.24± 40.98 

 B Mass

Figure 4.11: MC simulation, PHOTOS turned on: invariant mass distribution of the simulated

B− → Dπ− events on logarithmic scale. We overlaided the fit function (4.10).
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Figure 4.12: MC simulation, PHOTOS turned on: invariant mass distribution of the simulated

B− → DK− events on logarithmic scale. We overlaided the fit function (4.10).
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4.5 Mass templates

4.5.2 Physics background

B− → D
∗0
π−

As defined in section 4.1.1, the fit window is [5.17, 6.5] GeV/c2 to have only the

B− → D
∗0
π− contribution as physics background in the favored sample. In Fig.

4.13 the invariant mass distribution of simulated B− → D0∗π− (log-scale) events, is

shown. The distribution has been fitted in the window [5.14,5.6] GeV/c2 with the

sum of three gaussians plus an exponential.
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Figure 4.13: MC simulation, PHOTOS turned on: invariant mass distribution of the simulated

B− → D
0∗
π− events on logarithmic scale. We overlaided the fit function (sum of three gaussians

and an exponential).

Three-body decay

Fig. 4.14 shows the invariant mass distribution of B− → K−π+π− from MC simu-

lation. The decay is reconstructed as suppressed B− → Dπ−. The distribution has

been fitted with the sum of two gaussians.
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4. Simultaneous fit of B− → DK− and B− → Dπ− modes
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Figure 4.14: MC simulation, PHOTOS turned on: invariant mass distribution of the simulated

B− → K−π+π− events. We overlaided the fit function (sum of two gaussians).
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4.5 Mass templates

B− → D(→ X)π−

The B− → D(→ X)π− decay, where X are modes other than K+π− is reconstructed

as suppressed B− → Dπ−. Fig. 4.15 shows the invariant mass distribution of this

background with superimposed the fit function (a Pearson function of IV type) 7.
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Figure 4.15: MC simulation, PHOTOS turned on: invariant mass distribution of the simulated

B− → D(→ X)π− events. We overlaided the fit function (a Pearson function of IV type).

B− → D(→ X)K−

The B− → D0K− decay with D0 → X is reconstructed as B− → Dsupπ
−. Fig. 4.16

shows the invariant mass distribution of this background with superimposed the fit

function (one gaussian).

7The Pearson function of the IV type is described by

f(x)dx = k

[

1 +

(

x− λ

a

)2
]−m

exp

[

−ν tan−1

(

x− λ

a

)]

dx (m > 1/2)
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4. Simultaneous fit of B− → DK− and B− → Dπ− modes
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Figure 4.16: MC simulation, PHOTOS turned on: invariant mass distribution of the simulated

B− → D(→ X)K− events. We overlaided the fit function (one gaussian).

B0 → D
∗−

0 ℓ+νℓ

The B0 → D∗−
0 ℓ+νℓ, with D∗−

0 → D̄0π−, with D̄0 → K+π− is reconstructed as

B− → Dsupπ
−. Fig. 4.17 shows the invariant mass distribution of this background

with superimposed the fit function (one gaussian).

4.5.3 Combinatorial background

We describe the combinatorial background mass shape with an exponential. The

slope and the normalization of the exponential are left free in the main fit. We use

the same shape for both samples.
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4.5 Mass templates
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Figure 4.17: MC simulation, PHOTOS turned on: invariant mass distribution of the simulated

B0 → D∗−

0 ℓ+νℓ, with D∗−

0 → D̄0π−, with D̄0 → K+π− events. We overlaided the fit function

(one gaussian).
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4. Simultaneous fit of B− → DK− and B− → Dπ− modes

4.6 PID parameterization (signal and background)

To distinguish between B− → DK− and B− → Dπ− modes, particle identification

is applied to the track from the B. Since our selection requires track with pT > 2

GeV/c2, we can use the standard calibration of the dE/dx and Universal Curve

(UC) (see Sect. 2.3.2).

The PID information can be represented by the single observable κ, defined in

Sect. 3.3:

κ =

dE
dx meas

− dE
dx exp

(π)

dE
dx exp

(K)− dE
dx exp

(π)
.

�

�

�

�4.11

where dE
dx meas

is the measured energy lost by the charged particle in the drift chamber

volume and dE

dx exp
(π,K) is the corresponding expected value for a given particle hy-

pothesis. The distribution of κ is momentum-independent with good approximation

for tracks with momentum greater than 2 GeV/c2, and this provides the important

advantage of not having to include momentum information in the likelihood 8. More-

over it is independent from the mass, allowing to separate the contribution of the

mass and PID by simply multiplying the pdfs without considering the correlations.

We determined the pdfs of the κ variable directly from our data-sample. We

selected kaons and pions from the D of the favored B− decay, requiring both the

pion and the kaon from D to be trigger tracks. Parameterizing this variable in our

sample allows to take into account any systematic effect due to the fact that the

UC are not extracted in our sample and to avoid sample dependence effects. This

is because the PID templates are constructed in the same data that we fit.

To take into account of the different kinematic of D and B decays, we reweighted

the transverse momentum distribution (pT ) of kaons and pions from D with the pT

of kaons and pions from B−. The pT distributions of kaons and pions from D are

taken from data, while the pT distributions of kaons and pions from B− are taken

from MC (in Sect. 4.1 Fig. 4.6 shows the good agreement between data and MC for

8In fact, whenever the templates used in a multi-component fit depend on additional observables, one

should always use complete Likelihood expression, including the explicit distributions of all observables for

all classes of events. In our case this would mean to consider the momentum in all the likelihood terms.

Otherwise the likelihood is not correct and can generate bias in the result [76]
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4.6 PID parameterization (signal and background)

the pT distribution of the track from B). This reweighting is necessary due to the

fact that the kaon-pion separation is momentum dependent so we can parameterize

the κ distribution using kaons and pions from D only after the pT reweighting.

Fig. 4.18 shows the κ distribution, for pions and for kaons after the reweighting.

The two distribution have been fitted using the sum of three gaussians. We are

going to use this parameterization in the maximum likelihood fit.
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Figure 4.18: Top: Kaoness distribution of pions from D of the favored B− decay. Bottom:

Kaoness distribution of kaons from D of the favored B− decay. The fit functions are superimposed.
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4. Simultaneous fit of B− → DK− and B− → Dπ− modes

For the combinatorial background we assume that it is composed only by pions

and kaons: the corresponding PID pdf will have the form:

a · pdfπ(κ) + (1− a) · pdfK(κ)
�

�

�

�4.12

where a is the fraction of pions in the combinatorial background. This fraction is

left free to float in the maximum likelihood fit.

In the next chapter we will apply the fit to our samples and we will see how we

obtain the final results.
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5
Extraction of the results

In this chapter we will describe the extraction of the fit results and the studies per-

formed to check for the possible presence of biases.

In addition we will describe how we correct the results for detector acceptance.

5.1 Fit results

The fit is simultaneously applied on both favored and suppressed samples, as selected

with the optimized criteria listed in Sect. 3.3.5 (Fig. 3.15). The fit ranges are 5.17 ≤
M(Dπ) ≤ 6.5 GeV/c2 for the invariant mass of the B candidate, and −3 ≤ κ ≤ 3

for the kaoness of the track from B. The motivation for the first range is given

in Sect. 4.1.1, the latter is chosen to avoid contributions from events with not well

reconstructed or identified tracks, that fall in the tails of the kaoness.

From the fit we obtain the total number of events for each of the four data

sub-samples and the fractions of signal and background contributions. Using the

symbols introduced in Sect. 4.4, the yields of the events (N j
i , where i is the mode

and j is the sample) can be written as:

N fav±
π = N fav±

TOT · (1− bfav±) · f fav±
π

N fav±
K = N fav±

TOT · (1− bfav±) · (1− f fav±
π − c± · f fav±

π )
�

�

�

�5.1

N sup±
π = N sup±

TOT · (1− bsup±) · (1− f fav±
K )/(1 + c±)

N sup±
K = N sup±

TOT · (1− bsup±) · f fav±
K
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5. Extraction of the results

In a similar way we can write the yields for each class of events.

The error on the yields is obtained propagating the errors on the fractions and

on the total number of fitted events, according to the formula:

V ar(y) =
n∑

i=1

n∑

j=1

∂y

∂xi

∂y

∂xj
|~c=~µ (V ar(~x))i,j

�

�

�

�5.2

In Table 5.1 we report the fractions and yields of the signal events, in Table 5.2

the fractions and yields of background events, and in Table 5.3 the fit results for the

remaining parameters.

From Table 5.1 we can see that the suppressed signals are different from zero. To

evaluate their significance with respect to the background-only hypothesis we repeat

the fit on data fixing to zero the fractions of suppressed B− → DK− (B− → Dπ−)

and calculate the difference of −2 logL (DLL) between this fit and the central fit.

We separately fix to zero the fractions B+ → D(→ K−π+)K+ and B− → D(→
K+π−)K− to evaluate the B− → DK− significance and then the fractions B+ →
D(→ K−π+)π+ and B− → D(→ K+π−)π− to evaluate the B− → Dπ− significance.

The distribution of −2 logL approximately follows a χ2 distribution with m degrees

of freedom given by the number of parameters fixed to zero. We can therefore

convert the value of −2 logL into a p-value, the probability to obtain the same or a

worse result if repeating the experiment, and then into a number of sigma 1.

We obtain a −2∆ logL value of 14.1 for the B− → DK−, corresponding to a

statistical significance of 3.3σ and a value of 16.3 for the B− → Dπ−, corresponding

to a statistical significance of 3.6σ. These numbers are encouraging that we may

have an evidence for the presence of such decay modes in our sample - however,

since this is based on statistical uncertainties only, a definite conclusion cannot be

reached before examining the effects of systematic uncertainties (Sect. 6.2).

In Table 5.2 the yields of the background components are all in agreement with

expected values from Sect. 4.2.

In order to see if these value returned by the fit well describe the data, we do

some checks, described in the following sections.

1To convert a p-value (α) in number of sigma (n), we applied the formula according to PDG convention:

n =
√
2 ·Erf−1(1− α).
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5.1 Fit results

Decay fraction yield

B+ → D
0
π+ (f fav+

π ) 0.904 ± 0.004 9882 ± 103

B− → D0π− (f fav−
π ) 0.893 ± 0.004 9892 ± 103

B+ → D
0
K+ (f fav+

K ) 0.063 ± 0.004 694± 39

B− → D0K− (f fav−
K ) 0.069 ± 0.004 767± 41

B+ → D
0
π+ (f sup+

π ) 0.44 ± 0.12 24± 9

B− → D0π− (f sup−
π ) 0.88 ± 0.20 31 ± 10

B+ → D
0
K+ (f sup+

K ) 0.55 ± 0.13 29± 9

B− → D0K− (f sup−
K ) 0.08 ± 0.20 3± 8

Table 5.1: Results of signal events from the maximum likelihood fit.

Decay fraction yield

B+ → D0∗π+ fav (c+) 0.034 ± 0.003 355± 27

B− → D
0∗
π− fav (c−) 0.041 ± 0.003 415± 29

B+ → D0∗π+ sup (c+) 0.034 ± 0.003 1± 1

B− → D
0∗
π− sup (c−) 0.041 ± 0.003 1± 1

B+ → D(→ X)π+ (f+
[X]π) 0.16 ± 0.01 50± 7

B− → D(→ X)π− (f−
[X]π) 0.15 ± 0.01 50± 7

B+ → D(→ X)K+ (f+
[X]K) 0.005 ± 0.001 1± 1

B− → D(→ X)K− (f−
[X]K) 0.005 ± 0.001 2± 2

B+ → K+π−π+ (f+
Kππ) 0.017 ± 0.001 5± 2

B− → K−π−π+ (f−
Kππ) 0.016 ± 0.001 6± 2

B0 → D∗−
0 ℓ+νℓ (f+

B0) 0.007 ± 0.003 2± 2

B0 → D∗+
0 ℓ−ν̄ℓ (f−

B0) 0.007 ± 0.003 3± 2

Table 5.2: Results of background events from the maximum likelihood fit.
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Parameter Value

number (fav pos) (N fav+
TOT ) 11217 ± 106

number (fav neg) (N fav−
TOT ) 11362 ± 107

number (sup pos) (N sup+
TOT ) 378 ± 19

number (sup neg) (N sup−
TOT ) 371 ± 19

background fraction (fav pos) (bfav+) 0.026 ± 0.002

background fraction (fav neg) (bfav−) 0.025 ± 0.002

background fraction (sup pos) (bsup+) 0.86 ± 0.03

background fraction (sup neg) (bsup−) 0.90 ± 0.03

fπ in the comb. back (fav & sup) 0.69± 0.03

slope comb. back (fav & sup) −2.6± 0.1

∆ (3± 1) · 10−4 GeV/c2

Scale (s) 1.107 ± 0.008

Table 5.3: Other parameters resulting from the fit.
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5.2 Fit projections

5.2 Fit projections

An important immediate check that must be done to verify the reliability of the

fit results is to compare the probability distributions predicted by the likelihood

expression, after fixing the parameters to their fitted values, to the actual distri-

butions in the data. In practice, this is more easily done by comparing one- or

two-dimensional ”projections” of the fit on individual observables. More precisely

this is done by comparing a “projection” of the generic probability density function

pdf(x, ~y|~θ) on the observable x, defined as the plot of the function
∫

~y
pdf(x, ~y|~θ)d~y

overlaid on the experimental data after an appropriate normalization. The projec-

tions allow to detect possible small discrepancies between the real data distributions

and the model, or possible failures of the numerical algorithms in finding the correct

maximum of the likelihood.

Figs. [5.1-5.7] show the fit projections on mass and kaoness variables. Points

are data and solid lines are the fit projections. For each projection the difference

between the total projection and data, divided by the statistical uncertainty in each

bin, is shown. In particular we can see on Fig. 5.1 the projection on the mass

sub-range [5.17, 5.6] GeV/c2 of the favored sample, for positive (left) and negative

(right) charges. They are shown in this sub-range to check the agreement of the fit

for the signal contribution part. In Fig. 5.2 we can see the full range projection, in

logarithmic scale, to visualize the agreement also for the combinatorial background

in higher values of the mass.

Analogous distributions are shown for the suppressed sample on Figs. 5.3 and 5.4.

The physical backgrounds are added together in a single component. We can clearly

see by eye a strong asymmetry for the B− → DK− mode (red shape), which has

almost null yield of negative charges, as can be also seen in Table 5.1. In Sect. 6.2

we will evaluate the significance of this asymmetry, to give a quantitative estimate

of this quantity.

Fig. 5.5 shows in logarithmic scale the background contributions for the suppressed

sample.

Finally on Figs. 5.6 and 5.7 we can see the projections on the kaoness variable
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5. Extraction of the results

for favored and suppressed samples, respectively.

The agreement in both mass and kaoness variables, between data and fit func-

tions, appears to be very satisfactory.

In the next Section we will discuss further tests of the intrinsic consistency of

the fit, as well as the accuracy of the error estimates.
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Figure 5.1: Fit projection in mass sub-range [5.17,5.6] GeV/c2 for favored modes, positive (left)

and negative charges (right).
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Figure 5.2: Fit projection in the full mass range [5.17,6.5] GeV/c2 for favored modes, positive

(left) and negative charges (right). The logarithmic scale allows to see the fit agreement also for

the combinatorial background in the right tail of the plot.
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Figure 5.3: Fit projection in mass sub-range [5.17,5.6] GeV/c2 for suppressed mode, positive (left)

and negative charges (right), with the physics background contributions summed together.
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Figure 5.4: Fit projection in the full mass range [5.17,6.5] GeV/c2 for suppressed mode, positive

(left) and negative charges (right).
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Figure 5.5: Fit projection in mass sub-range [5.17,5.6] GeV/c2 for suppressed mode, positive (left)

and negative charges (right), in logarithmic scale to see each backgrounds contribution.
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Figure 5.6: Fit projection in the kaoness range [-3,3] for favored mode, positive (left) and negative

charges (right).
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Figure 5.7: Fit projection in the kaoness range [-3,3] for suppressed mode, positive (left) and

negative charges(right).
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5. Extraction of the results

5.3 Checks for fit consistency

Maximum likelihood fit based on samples of finite statistics can exhibit intrinsic

biases. To investigate this possibility we apply the fit to many simulated pseudo-

experiments and we evaluate the distribution of differences between fitted results

from simulation and true values.

We generate 1000 pseudo-experiments, each of them consisting of simulated sig-

nal and background events with their proper pdf , product of the mass and PID

pdfs. The number of total events fluctuates according to a Poisson distribution and

the number of events of each favored, suppressed, positive and negative sub-samples

fluctuate with a multinomial distribution. The mean values of these distributions

are taken from data (according to the Table 5.1-5.3). This choice properly accounts

for the statistical fluctuations of signal and background fractions among samples.

We fit each pseudo-experiment using the same likelihood function used on data

and we then derive the residual distributions (fitted value − input value). We choose

to evaluate the residuals for the final observables that we are measuring, RADS(h),

AADS(h) and R
±(h). The residuals are fitted with a Gaussian function.

In principle, symptomatic behaviors can occur when the result of a parameter is

close to its boundary. In the fit we impose the physical boundary that the fractions

of signals must be positive. As can be seen in Table 5.1, none of the fractions is

negative, but, the fraction of suppressed B− → DK− is very close to zero. And in

fact this fit configuration provokes strong biases in the kaon observables.

In order to try to remove the biases we allow that fraction to vary in the range

[−1, 1]. In principle we can also accept negative values for a fraction, if the final

result is negatively small compared to the error.

Repeating the fit with the fraction of B− → DK− in [−1, 1] range we obtain

exactly the same results as in the previous case, but now there is no bias. For this

reason we choose the final fit configuration where the B− → DK− fraction floats in

the [−1, 1] range.

In Figs. 5.8, 5.9, 5.10 and 5.11 we report the residuals (fitted values - input value)

of the observables. The bias (the “p1” value in the legend of the figures) is computer
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5.3 Checks for fit consistency

in fractions of sigmas (the “p2” value).
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Figure 5.8: Residuals (fitted value - input value) of RADS(π) (left) and AADS(π) (right). Input

values come from data. The distributions are fitted with a Gaussian function, where “p1” is the

mean and “p2” is the sigma.
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Figure 5.9: Residuals (fitted value - input value) of RADS(K) (left) and AADS(K) (right). Input

values come from data. The distributions are fitted with a Gaussian function, where “p1” is the

mean and “p2” is the sigma.

For RADS(π) the bias is about 2 · 10−5, which corresponds to about 0.03σ. For

AADS(π) the bias is about 4 ·10−3, which corresponds to about 0.02σ. For RADS(K)
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Figure 5.10: Residuals (fitted value - input value) of R+(π) (left) and R−(π) (right). Input values

come from data. The distributions are fitted with a Gaussian function, where “p1” is the mean

and “p2” is the sigma.
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Figure 5.11: Residuals (fitted value - input value) of R+(K) (left) and R−(K) (right). Input

values come from data. The distributions are fitted with a Gaussian function, where “p1” is the

mean and “p2” is the sigma.

the bias is about −9 · 10−5, corresponding to about 0.01σ. For AADS(K) the bias

is about 1 · 10−2, corresponding to about 0.03σ. For R+(π) the bias is about −5 ·
10−5, which corresponds to about 0.05σ. For R−(π) the bias is about 5 · 10−5,

which corresponds to about 0.05σ. For R+(K) the bias is about −7 · 10−4, which
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5.4 Likelihood profile

corresponds to about 0.05σ. For R−(K) the bias is about 3 ·10−4, which corresponds

to about 0.03σ.

From these values we can conclude that our fit does not have any significant bias.

5.4 Likelihood profile

In the proximity of the maximum (θ ≈ θ̂) a regular likelihood function can be

approximated by a second-order Taylor expansion:

logL(θ) ≈ logL(θ̂) +
[
∂ logL
∂θ

]

θ=θ̂

(θ − θ̂)− 1

2

[
∂2 logL
∂θ2

]

θ=θ̂

(θ − θ̂)2
�

�

�

�5.3

which can be re-written in the case of a multi-dimensional problem (~θ) as:

logL(~θ) ≈ logL(~̂θ)− 1

2

[

(~θ)TV −1~θ
]

,
�

�

�

�5.4

where (~θ)T is the transposed vector of the fit parameters and V −1 is the inverse

of the covariance matrix. The expressions (5.3) and (5.4) imply that the contours

of logL, locally around its maximum, can be approximated by an n-dimensional

ellipsoid, where n is the multiplicity of the free parameters of the fit. The axes of

the ellipsoid depend on the estimated correlation coefficients.

We evaluated the contour of the likelihood for the two more relevant variables,

the positive and negative fraction of the suppressed B− → DK− decay, minimizing

each time the likelihood with respect to the other variables (“Likelihood profile”).

In Fig. 5.12 we can see the contours evaluated at a level of one (red), two (green)

and three (blue) sigmas.

To obtain these distributions we use the MNContour function of MINUIT [74,

75], which plots one variable as a function of the other, taking into account the

correlations between the two with a very accurate method, called MINOS, evaluating,

at each point of the profile, the minimum of the likelihood function with respect to

all the other N − 2 parameters.

Small deviations from the expected ellipsoid shape are detected in the further

contour of the three sigmas, which become more regular as we approach to the

minimum. We still consider this behavior sufficiently regular for the purpose of our

measurement, that is to first put into evidence the presence of these new signals and
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5. Extraction of the results

make a first evaluation of the asymmetry.
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Figure 5.12: Likelihood profiles for the positive vs negative fractions of suppressed B− → DK−,

at the level of one (red), two (green) and three (blue) sigmas.

5.5 Correlation matrix

We study the correlation matrix (see Fig. 5.13) as returned by the fit, to search

for possible large correlations. The coefficients of the matrix are defined as ρij =

Cov(θ̂i, θ̂j)/σ̂θ̂i σ̂θ̂j , where Cov(θ̂i, θ̂j) is the off-diagonal element. The parameters of

the matrix correspond to:

p1 fraction of positive favored background

p2 fraction of positive suppressed background

p3 fraction of negative favored background

p4 fraction of negative suppressed background

p5 fraction of positive favored (B → Dπ)

p6 fraction of positive suppressed (B → DK)

p7 fraction of negative favored (B → Dπ)

p8 fraction of negative suppressed (B → DK)

p9 constant of positive (B → D∗π)/(B → Dπ)
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5.5 Correlation matrix

p10 constant of negative (B → D∗π)/(B → Dπ)

p11 fraction of positive B → [X ]DK background

p12 fraction of negative B → [X ]DK background

p13 fraction of positive B → [X ]Dπ background

p14 fraction of negative B → [X ]Dπ background

p15 fraction of positive B → Kππ background

p16 fraction of negative B → Kππ background

p17 fraction of positive B0 → D∗−ℓν background

p18 fraction of negative B0 → D∗−ℓν background

p21 slope of the combinatorial background

p23 fraction of π in the combinatorial background

p27 total number of positive favored events

p28 total number of negative favored events

p29 total number of positive suppressed events

p30 total number of negative suppressed events

Larger correlations come from the fractions of the background contributions in the

suppressed sample. In particular between the fractions ofB → [X ]Dπ andB → Kππ

(the two most contributing backgrounds in the suppressed sample), between the two

and the total number of suppressed events, between the two and the total fraction

of background. This effect is probably due to the fact that the fit is not really able

to distinguish among those backgrounds, since they lies in almost the same mass

region and have the same PID information.

Other correlations come from the fraction of B− → Dπ− and the ratio of (B →
D∗π)/(B → Dπ) (obviously correlated) and from the fraction of suppressed B− →
DK− and the fraction of negative suppressed background. The latter is probably

due to the fact that the fraction of B− → DK− is so small that can be confused

with the background.
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Figure 5.13: Correlation matrix of the fitted parameters.
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5.6 Efficiency corrections

From the yields obtained in Table 5.1 we can immediately compute raw values of

the observables, according to:

RADS(h) =
BR(B− → D(→ K+π−)h−) +BR(B+ → D(→ K−π+)h+)

BR(B− → D(→ K−π+)h−) +BR(B+ → D(→ K+π−)h+)

AADS(h) =
BR(B− → D(→ K+π−)h−)−BR(B+ → D(→ K−π+)h+)

BR(B− → D(→ K+π−)h−) +BR(B+ → D(→ K−π+)h+)

�

�

�

�5.5

R±(h) =
BR(B± → D(→ K∓π±)h±)

BR(B± → D(→ K±π∓)h±)

Errors are evaluated with the formula in eq. (5.2).

The results are:

RADS(π)raw = (2.8± 0.7 (stat.)) · 10−3

RADS(K)raw = (22.2± 8.6 (stat.)) · 10−3

AADS(π)raw = 0.13± 0.25 (stat.)

AADS(K)raw = −0.82 ± 0.44 (stat.)

R+(π)raw = (2.4± 1.0 (stat.)) · 10−3
�

�

�

�5.6

R−(π)raw = (3.1± 1.1 (stat.)) · 10−3

R+(K)raw = (42.6± 13.7 (stat.)) · 10−3

R−(K)raw = (3.8± 10.3 (stat.)) · 10−3

where the subscript “raw” means that the values are not yet been corrected for the

relative efficiencies.

In fact, in order to traslate the raw result of the fit into measurement of relative

BRs and CP -violating asymmetries we need to apply corrections for the different

relative efficiencies of positively and negatively charged particles interacting in the

detectors material, because different hadronic interaction between K+ and K− 2

(π+ and π−) can fake the measurement. This effect is reproduced rather well by

Monte Carlo simulations and we use the results of [77] for the K+/K− efficiency:

ǫ(K+)

ǫ(K−)
= 1.0178± 0.0023(stat.)± 0.0045(syst.)

�

�

�

�5.7

2K− has a larger hadronic cross section than K+.
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5. Extraction of the results

and for the π+/π− efficiency:

ǫ(π+)

ǫ(π−)
= 0.997± 0.003(stat.)± 0.006(syst.).

�

�

�

�5.8

The efficiency of kaon and pion from D is instead evaluated on our favored

B− → Dπ− sample and is equal to:

ǫ(K−π+)

ǫ(K+π−)
= 0.998± 0.015(stat)± 0.016(syst).

�

�

�

�5.9

More details on how we extract this value can be found in the following sections.

5.7 K−π+

K+π−

efficiency

We can evaluate the K−π+/K+π− efficiency directly on favored sample of B− →
Dπ− decay, for which we expect zero asymmetry. The value from [16], which ac-

counts only for a Belle result of 2006, is −0.008± 0.008, compatible with zero.

On our data we found N(B+) = 9881 ± 103 and N(B−) = 9893 ± 103, so the

asymmetry of the favored pion mode3 is equal to Am
fav(π) = (0.6± 7.3) · 10−3.

To evaluate the efficiency we can proceed in this way.

5.7.1 Strategy

• The central value of the efficiency is evaluated considering a true value of the

asymmetry equal to zero.

• The statistical error is obtained propagating the error on the efficiency of the

pion from B and the error on the measured asymmetry.

• The systematic error is obtained propagating the error on the pdg measurement

of the asymmetry.

3The asymmetry is calculated using all digits of the numbers of events.
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5.7 K−π+

K+π− efficiency

5.7.2 Calculation

How to compare the measured asymmetry with the true asymmetry and the

efficiency

The number of measured events (Nm) can be written as N t · ǫ, where N t is the true

number of events and ǫ is the efficiency of reconstruction.

The true value of the asymmetry is:

At
fav(π) =

N([K−π+]π−)−N([K+π−]π+)

N([K−π+]π−) +N([K+π−]π+)
=

N t−
f −N t+

f

N t−
f +N t+

f

=
N t−

f /N t+
f − 1

N t−
f /N t+

f + 1

from which N t−
f /N t+

f =
1 + At

fav

1−At
fav

.

The total efficiency (ǫ) we are considering is:

ǫ− = ǫ(K−π+) · ǫ(π−) = ǫ−D · ǫ−π

ǫ+ = ǫ(K+π−) · ǫ(π+) = ǫ+D · ǫ+π .

so we can write the measured asymmetry:

Am
fav(π) =

Nm−
f −Nm+

f

Nm−
f +Nm+

f

=
N t−

f · ǫ− −N t+
f · ǫ+

N t−
f · ǫ− +N t+

f · ǫ+

=
N t−

f /N t+
f · ǫ−/ǫ+ − 1

N t−
f /N t+

f · ǫ−/ǫ+ + 1

from which ǫ−/ǫ+ =
1

N t−
f /N t+

f

· 1 + Am

1− Am
,

ǫ−D
ǫ+D

· ǫ
−
π

ǫ+π
=

(
1− At

1 + At

)(
1 + Am

1− Am

)

↓

ǫ−D
ǫ+D

=
ǫ+π
ǫ−π

·
(
1− At

1 + At

)(
1 + Am

1− Am

)
�

�

�

�5.10
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5. Extraction of the results

Efficiency central value

To evaluate the central value we use At = 0,

ǫ−D
ǫ+D

=
ǫ+π
ǫ−π

·
(
1 + Am

1− Am

)
�

�

�

�5.11

and, since ǫ+π /ǫ
−
π = 0.997± 0.003± 0.006:

ǫ−D
ǫ+D

=
ǫ(K−π+)

ǫ(K+π−)
= 0.998.

Efficiency statistical error

Propagating the error on the pion efficiency and on the measured asymmetry from

eq. (5.11) we obtain this expression:

∆
ǫ−D
ǫ+D

(stat) =

√
(
1 + Am

1−Am

)2

(∆ǫ−π /ǫ
+
π )

2 +

(
2ǫ−π /ǫ

+
π

(1−Am)2

)2

(∆Am)2 = 0.015.

Efficiency systematic error

To evaluate the systematic error we can use the complete formula (5.10) and prop-

agate the error from the value listed in [16].

∆
ǫ−D
ǫ+D

(syst) =

(
1 + Am

1− Am

)

· 2ǫ−π /ǫ
+
π

(1 + At)2
· (∆At) = 0.016.

The final result is:

ǫ−D
ǫ+D

=
ǫ(K−π+)

ǫ(K+π−)
= 0.998± 0.015(stat)± 0.016(syst).

We apply the corrections to the observables, according to these formulas:

RADS(h) =
N−

s ǫ(
K−π+

K+π− )ǫ(
h+

h− ) +N+
s

N−
f ǫ(

K+π−

K−π+ )ǫ(
h+

h− ) +N+
f

AADS(h) =
N−

s ǫ(
K−π+

K+π− )ǫ(
h+

h− )−N+
s

N−
s ǫ(

K−π+

K+π− )ǫ(
h+

h− ) +N+
s

R±(h) =
N±

s

N±
f

ǫ(
K±π∓

K∓π±
)

where N±
s are the number of positive and negative suppressed events, N±

f are the

number of positive and negative favored events and h is pion or kaon.
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5.8 Significance of the suppressed B− → DK− asymmetry

Final corrected results are:

RADS(π) = (2.8± 0.7) · 10−3

RADS(K) = (22.0± 8.6) · 10−3

AADS(π) = 0.13± 0.25

AADS(K) = −0.82± 0.44
�

�

�

�5.12

R+(π) = (2.4± 1.0) · 10−3

R−(π) = (3.1± 1.1) · 10−3

R+(K) = (42.6± 13.7) · 10−3

R−(K) = (3.8± 10.3) · 10−3

There are almost no changes from the uncorrected results, the only difference

being on RADS(K). Anyway the variation is only a small fraction of the statistical

error.

The asymmetry of the pion mode is compatible with zero, while the asymmetry of

the kaon mode is close to -1 and about 2σ away from zero. It is interesting to exactly

evaluate how significantly is this value different from zero.

5.8 Significance of the suppressed B− → DK− asymmetry

To evaluate the significance of AADS(K) we generate 2000 pseudo-experiments with

zero input value of the asymmetry and the other values as found on data. Fit-

ting these pseudo-experiment with our central fit, we obtain the distribution of the

asymmetry as in Fig. 5.14.

The distribution is fitted with a gaussian distribution with fixed mean equal to

zero. The sigma of this distribution is 0.37 and, with this value, our central value of

the asymmetry is 2.2σ away from zero. We cannot therefore establish an evidence

for the presence of such asymmetry, in spite of the suggestive appearance of the

plots.

Using the equations (1.5.1), the values listed in Sect. 1.5.1, and the average of

γ from [21], we can give an estimate of the expected value for AADS(K), which is

about −0.62. We find our measurement in agreement with the expectation.
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5. Extraction of the results
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Figure 5.14: Distribution of the kaon asymmetry from 2000 fit on pseudo-experiments with zero

input value of the asymmetry. The distribution is fitted with a gaussian distribution with fixed

mean equal to zero.
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6
Systematic uncertainties

In this chapter we will describe the contributions to the systematic uncertainty of the

measurement coming from the mass and dE/dx models, and from the efficiency. We

will describe also the evaluation of the significance of the suppressed B− → DK−

signal including also the systematic effects.

6.1 Systematic uncertainties

6.1.1 PID model

As explained in Sect. 4.6 the PID information is contained in the kaoness variable κ,

whose distributions for pions and kaons are shown in Fig. 4.18. Both distributions

are taken from data and they are well parameterized with the sum of three gaussian.

The general procedure followed in previous analysis in CDF for the systematic

evaluation, as in [78] or [79], was to repeat the fit randomly varying the parameters of

the Likelihood functions independently within a 1σ radius multi-dimensional sphere

in the space of the parameters of the dE/dx calibrations.

This method has been improved in the current Thesis considering also the cor-

relations among those parameters.

The detailed procedure is described in the follows.

The nine parameters of the gaussians modeling the PID distributions are cor-

related according to a specific correlation matrix found on data. From these nine
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6. Systematic uncertainties

parameters and their correlation matrix we can generate new sets of parameters, ran-

domly varying them according to a multi-variate gaussian distributions with mean

values set to those found on data and the same correlation matrix.

In order to numerically generate multivariate gaussian variables for our simula-

tion, we have used the following algorithm [16].

We start from a n× n covariance matrix V , with components Vij = ρijσiσj . We

first generate n independent gaussian variables {ηj}, with mean 0 and variance 1.

The new set of variables {xi} is obtained as xi = µi +
∑

j Lijηj, where µi is the

mean of xi, and Lij are the components of L, the unique lower triangular matrix

that fulfills V = LLT .

The matrix L is computed using a recursive relation (Cholesky method):

Ljj =

(

Vjj −
j−1
∑

k=1

L2
jk

)1/2
�

�

�

�6.1

Lij =
Vij −

∑j−1
k=1LikLjk

Ljj

for j = 1, . . . , n and i = j + 1, . . . , n.

The matrix L is computed at the beginning of the iteration and then, after

generating the set of {ηj}, we can easily get the {xi} set.

For each set of {xi} we have a different κ curve. We generate one thousand of

them, shown in Fig. 6.1 (red lines) superimposed to the data (points). The curves

completely cover the region bound by error data, as expected.

Each systematic curve is used to fit the data. In this way we obtain one thousand

values for each observable. We draw the histograms of the observables and, fitting

them with gaussian functions, we take the sigma of the gaussian as the dE/dx

systematic error.

In Figs. 6.2, 6.3, 6.4 and 6.5 we can see respectively the distributions of AADS(K),

AADS(π), RADS(K), AADS(π), R
±(K) and R±(π) obtained from the one thousand

of fits on data. The “p2” value in the legend is the sigma of the gaussian, which is

taken as systematic error.

144



6.1 Systematic uncertainties
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Figure 6.1: κ variable, on the left for the K, on the right for the π. Points with error bars come

from data, in red are one thousand systematic curves.
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Figure 6.2: Distributions of AADS(K) (left) and AADS(π) (right) obtained with the systematic

curves of dE/dx. They are fitted with a gaussian and the sigma (“p2”) is taken as systematic

error.
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6. Systematic uncertainties
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Figure 6.3: Distributions of RADS(K) (left) and RADS(π) (right) obtained with the systematic

curves of dE/dx. They are fitted with a gaussian and the sigma (“p2”) is taken as systematic

error.
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Figure 6.4: Distributions of R+(K) (left) and R−(K) (right) obtained with the systematic curves

of dE/dx. They are fitted with a gaussian and the sigma (“p2”) is taken as systematic error.
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Figure 6.5: Distributions of R+(π) (left) and R−(π) (right) obtained with the systematic curves

of dE/dx. They are fitted with a gaussian and the sigma (“p2”) is taken as systematic error.
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6. Systematic uncertainties

6.1.2 Mass model of the combinatorial background

In the central fit we assume that the exponential function modeling the combinatorial

background is valid also under the peak of the B signals. This has been verified

fitting two different samples made up only by combinatorial events:

• B events from the D sidebands (outside 3σ from the central D mass value)

(Fig. 6.6);

• B events selected with the same criteria of this analysis, but χ2
3D ≥ 30.

They are two samples independent from each other and also independent from

the samples used in the analysis. In Fig. 6.6 we can see the two distributions fitted

with an exponential function. Both of them are properly modeled by that function

in the whole range.
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Figure 6.6: Invariant B mass distribution in the D sidebands (left) and with the χ2
3D ≥ 30 (right)

fitted with an exponential distribution. The exponential fit properly models the events.

To evaluate the systematic effect due to the combinatorial background shape, we

redo the fit on data using different shapes, each of them a variation of the exponential

function:

• exponential plus constant;

• exponential plus first degree polynomial;

• exponential plus second degree polynomial.
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6.1 Systematic uncertainties

We then take as systematic error the worse result of the three cases, corresponding

to the case when the fitted value of the slope of exponential is the most distant from

the central value. It occurs when we use the exponential plus constant, where the

slope goes from −2.61 ± 0.13 of the central fit, to −2.64 ± 0.24. In the other two

cases the value of the slope remain the same.

We used as systematic error the difference between the observables results ob-

tained using the exponential plus constant and the central fit.

6.1.3 Physics background mass model

To evaluate the contribution from the physics background mass model, we varied

the shapes in the following ways:

• B− → D(→ X)π−

The mass shape is parametrized with a Pearson function of the IV type, we

vary the parameters corresponding to the mean and the width of ±1σ.

• B− → D(→ X)K−

Since we parametrized the mass shape with a gaussian, we vary the mean and

the width of the gaussian of ±1σ.

• B− → K−π+π−

We parametrized the mass shape with the sum of two gaussians. To evaluate

the systematics we vary the mean and the width of the second gaussian, that

is the one going under the B signal peaks, of ±1σ.

• B0 → D∗−
0 ℓ+νℓ

We parametrized the mass shape with the sum of two gaussians. To evaluate

the systematics we vary the mean and the width of the second gaussian, that

is the one going under the B signal peaks, of ±1σ.

• B− → D∗0π−

We parametrized the mass shape with the sum of three gaussians plus an

exponential. To evaluate the systematics we vary the slope of the exponential

of ±1σ.
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6. Systematic uncertainties

6.1.4 Efficiency

From eqs. (5.12) we can see the effect of the efficiencies ǫ(π+)
ǫ(π−)

, ǫ(K+)
ǫ(K−)

and ǫ(K−π+)
ǫ(K+π−)

in

the observables. We propagate the error on the efficiencies to the observables using

the standard formula for the error propagation.

The error on the efficiency is taken as the sum in quadrature of the statistical and

systematic error of eqs. (5.7), (5.8) and (5.9). We will call it ∆ǫ(i), where i is the

type of efficiency.

An other way to propagate the error is to evaluate ǫ−(i) and ǫ+(i), given by

ǫ±(i) = ǫ(i)±∆ǫ(i), and substitute them in the eqs. (5.12). We get two values for

each observable and we can take as systematic error the difference divided by two.

We find that the results in these two ways are the same.

6.1.5 Total systematic uncertainties

A summary of all systematics is reported in Table 6.1.

The total systematic uncertainty on each observable is the sum in quadrature of all

systematic uncertainties. For completeness we report all digits in the Table, while

in the final result we will drop the last digit.

Source R+(π) R−(π) R+(K) R−(K) RADS(π) RADS(K) AADS (π) AADS(K)

dE/dx 0.00001 0.00001 0.0003 0.0001 0.00001 0.0001 0.003 0.004

combinatorial background 0.00001 0.00001 0.0001 0.0002 0.00001 0.0001 0.001 0.010

B− → [X]Dπ− shape 0.00040 0.00040 0.0026 0.0026 0.00038 0.0025 0.013 0.089

B− → [X]DK− shape 0.00001 0.00001 0.0001 0.0001 0.00001 0.0001 0.000 0.003

B− → K−π+π− shape 0.00002 0.00002 0.0001 0.0001 0.00002 0.0001 0.001 0.003

B0 → D
∗−
0 ℓ+νℓ shape 0.00004 0.00004 0.0003 0.0002 0.00004 0.0002 0.003 0.007

B− → D∗0π− shape 0.00004 0.00005 0.0005 0.0004 0.00005 0.0005 0.001 0.014

efficiency of KB - - - - - 0.0001 - 0.002

efficiency of πB - - - - - - 0.003 -

efficiency of KDπD 0.00005 0.00007 0.0009 0.0001 0.00006 0.0003 0.011 0.004

Total 0.00041 0.00041 0.0028 0.0027 0.00039 0.0026 0.018 0.091

Table 6.1: Systematic uncertainties for all observables.
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6.2 Significance of suppressed B− → DK− signal

6.2 Significance of suppressed B− → DK− signal

In Sect. 5.1 we evaluated the statistical significance of the suppressed B− → DK−

signal. To include also the systematic variations we use a conservative procedure,

called seupremum p-value.

We first need to find the worst-case systematic configuration, that is the one in which

the DLL value is closest to zero. To do this we repeat the fit on data, using each

time one different systematic shape. The only three systematics that have an effect

of reducing the DLL are: the dE/dx, the B− → D(→ X)π− and the B0 → D∗−
0 ℓ+νℓ

shape.

We repeat again the fit on data combining in every possible way those three system-

atics and, for each fit we calculate the DLL, obtaining the distribution in Fig. 6.7.

We select the configuration giving the lower DLL as the configuration for the signif-

icance evaluation.
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Figure 6.7: −2∆ logL distribution from fit on data, obtained combining various systematic con-

figurations on dE/dx and physics background pdfs.

We then generate 48000 pseudo-experiments with zero B− → DK− signal events.

Moreover the events generated have as dE/dx and physics background pdfs the

configurations chosen in the previous step.

We fit these pseudo-experiments with the central fit, obtaining the distribution

of DLL shown in Fig. 6.8. The number of cases with DLL greater than 14.1 (the
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6. Systematic uncertainties

value found on data) is 69, which, divided by the total 46664, corresponds to a

p-value of about 1.48 · 10−3. The resulting significance including systematics is 3.2

σ, resulting in an evidence of the B− → DK− signal.

0 5 10 15 20 25

1

10

210

310

410

DLL distribution

Figure 6.8: −2∆ logL distribution from the central fit on pseudo-experiment with zero B− →
DK− signal input.
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Using 7 fb−1 of data collected by the CDF experiment we measure:

RADS(π) =
BR(B− → D(→ K+π−)π−) +BR(B+ → D(→ K−π+)π+)

BR(B− → D(→ K−π+)π−) +BR(B+ → D(→ K+π−)π+)
=

= (2.8± 0.7 (stat.)± 0.4 (syst.)) · 10−3

RADS(K) =
BR(B− → D(→ K+π−)K−) +BR(B+ → D(→ K−π+)K+)

BR(B− → D(→ K−π+)K−) +BR(B+ → D(→ K+π−)K+)
=

= (22.0± 8.6 (stat.)± 2.6 (syst.)) · 10−3

AADS(π) =
BR(B− → D(→ K+π−)π−)−BR(B+ → D(→ K−π+)π+)

BR(B− → D(→ K+π−)π−) +BR(B+ → D(→ K−π+)π+)
=

= 0.13± 0.25 (stat.)± 0.02 (syst.)

AADS(K) =
BR(B− → D(→ K+π−)K−)− BR(B+ → D(→ K−π+)K+)

BR(B− → D(→ K+π−)K−) +BR(B+ → D(→ K−π+)K+)
=

= −0.82± 0.44 (stat.)± 0.09 (syst.)
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R+(π) =
BR(B+ → D(→ K−π+)π+)

BR(B+ → D(→ K+π−)π+)
=

= (2.4± 1.0 (stat.)± 0.4 (syst.)) · 10−3

R−(π) =
BR(B− → D(→ K+π−)π−)

BR(B− → D(→ K−π+)π−)
=

= (3.1± 1.1 (stat.)± 0.4 (syst.)) · 10−3

R+(K) =
BR(B+ → D(→ K−π+)K+)

BR(B+ → D(→ K+π−)K+)
=

= (42.6± 13.7 (stat.)± 2.8 (syst.)) · 10−3

R−(K) =
BR(B− → D(→ K+π−)K−)

BR(B− → D(→ K−π+)K−)
=

= (3.8± 10.3 (stat.)± 2.7 (syst.)) · 10−3

We find evidence of the suppressed B− → DK− and B− → Dπ− signals, respec-

tively with a significance of 3.2σ (including systematics) and 3.6σ (only statistical).

This is the first time measurement of these quantities are done in a hadron collider

environment. The results have been presented for the first time at the international

conference CKM 2010 on September 2010, simultaneously with a similar measure-

ment by Belle [29]. The results are in agreement and with comparable resolutions

with respect to measurements from Belle and BABAR [28] (Figs. 7.1 and 7.2). The

average has been done by the HFAG group [21]. Recently the LHCb experiment per-

formed the same measurement, confirming these results with a better precision [30]

(Figs. 7.3 and 7.4).

These results have already been combined together for the extraction of the γ

angle [21].
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